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Abstract. The aim of this article is to prove results of space and time regularity of
solutions for the Primitive Equations of the ocean in space dimension two with periodic
boundary conditions. It is shown that these solutions belong to a certain Gevrey class
of functions which is a subset of real analytic functions.
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1. Introduction

In this article we consider the Primitive Equations for the ocean or for the atmosphere
in space dimension two with periodic boundary conditions (for details regarding the form
of the primitive equations see e.g. [8], [6] or [7]). The form of the equations used is in
this article is close to that considered in [9], so for more details regarding the existence of
the solutions for the primitive equations the reader is referred to [9]. In this article it is
proved that, considering a forcing term which is an analytical function in time with values
in some Gevrey space, the solutions of the Primitive Equations starting with initial data
in the Sobolev space H1 become, for some positive time, elements of a certain Gevrey
class and the solutions are thus real analytic functions. One can show that the unique
solution is restriction to the real time axis t ≥ 0, of a complex function analytic in the
temporal variable t in some complex neighborhood of the real time axis.
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Key words and phrases. Gevrey regularity, Primitive equations for the ocean, Energy estimate,
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2 M. PETCU

This article was inspired by the article by Foias and Temam [5] who proved similar
results for the Navier-Stokes equations in space dimension two and three with periodical
boundary conditions (see also [3]). We also mention here the works of Ferrari and Titi [2]
who proved that the solutions of a certain class of nonlinear parabolic equations belong
to a certain Gevrey class; also that of Cao, Rammaha and Titi [1] who established the
Gevrey regularity for a certain class of analytic nonlinear parabolic equations on the
two-dimensional sphere.

1.1. Preliminaries. We consider the PEs in their usual (dimensional) form:

∂u

∂t
+ u

∂u

∂x
+ w

∂u

∂z
− fv +

1

ρ0

∂p

∂x
= ν ∆u + Fu,(1.1a)

∂v

∂t
+ u

∂v

∂x
+ w

∂v

∂z
+ fu = ν ∆v + Fv,(1.1b)

∂p

∂z
= −ρg,(1.1c)

∂u

∂x
+

∂w

∂z
= 0,(1.1d)

∂T

∂t
+ u

∂T

∂x
+ w

∂T

∂z
= µ ∆T + FT .(1.1e)

Here (u, v, w) are the three components of the velocity vector and, as usual, we denote
respectively by p, ρ and T , the pressure, density and temperature deviations from a pre-
scribed main value corresponding to the natural stratification. The relationship between
ρ and T is ρ = −αρ0T . In general the temperature and the density are related by the
equation of state ρ = ρ0(1 − α(T − T0)) where ρ0 and T0 are the reference values for
the density and the temperature, but in our case we already subtracted the average val-
ues from the actual values. The constant g is the gravitational acceleration and f the
Coriolis parameter; ν and µ are the eddy diffusivity coefficients. This form of the PEs
corresponds to the ocean, although the salinity has been omitted which does not raise
any new mathematical difficulty; some minor changes, not done here, are necessary for
the atmosphere.

We consider the following domain:

(1.2) Ω = (0, L1)× (−L3/2, L3/2),

and we assume space periodicity with period Ω, that is, all functions are taken to satisfy
f(x + L1, z, t) = f(x, z, t) = f(x, z + L3, t) when extended to R2. Moreover, we assume,
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as in [9], that the following symmetries hold:

u(x, z, t) = u(x,−z, t), Fu(x, z, t) = Fu(x,−z, t),

v(x, z, t) = v(x,−z, t), Fv(x, z, t) = Fv(x,−z, t),

T (x, z, t) = −T (x,−z, t), FT (x, z, t) = −FT (x,−z, t),(1.3)

w(x, z, t) = −w(x,−z, t), p(x, z, t) = p(x,−z, t),

that is to say that we search for u, v, p even and w, T odd; the motivations for considering
such solutions are described in [9]. Note that without the symmetry properties (1.3), space
periodicity is not consistent with the equations (1.1).

The natural function spaces for this problem are as follows:

V = {(u, v, T ) ∈ (Ḣ1
per(Ω))3,(1.4)

u, v even in z, T odd in z,
∫ L3/2

−L3/2
u(x, z′) dz′ = 0},

H = closure of V in (L̇2(Ω))3.(1.5)

Here the dots above Ḣ1
per or L̇2 denote the functions with average in Ω equal to zero.

These spaces are endowed with Hilbert scalar products; in H the scalar product is

(1.6) (U, Ũ)H = (u, ũ)L2 + (v, ṽ)L2 + κ(T, T̃ )L2 ,

and in Ḣ1
per and V the scalar product is (using the same notation when there is no

ambiguity):

(1.7) ((U, Ũ))V = ((u, ũ)) + ((v, ṽ)) + κ((T, T̃ ));

here we have written dΩ for dx dz, and

(1.8) ((φ, φ̃)) =

∫

Ω

(∂φ

∂x

∂φ̃

∂x
+

∂φ

∂z

∂φ̃

∂z

)
dΩ.

The relations above define the norms | · |H and ‖ · ‖V . The positive constant κ is chosen
below. We have

(1.9) |U |H ≤ c0‖U‖V , ∀U ∈ V,

where c0 > 0 is a positive constant related to κ and the Poincaré constant in Ḣ1
per(Ω).

The prognostic variables of the system are u, v and T and the diagnostic variables are
w and p. We can express the diagnostic variables w and p in terms of the prognostic
variables u, v, and T . For each U = (u, v, T ) ∈ V we can determine uniquely

(1.10) w = w(U) = −
∫ z

0

ux(x, z′, t) dz′.

Note that w = 0 at z = 0 and L3/2 by the requirements on w (periodicity and anti-
symmetry); see more details in [9]. By (1.10), the fact that w = 0 at z = L3/2 gives the
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constraint on u:

(1.11)

∫ L3/2

−L3/2

ux dz = 0.

As for the pressure, it can be determined uniquely in terms of T up to its value at z = 0,
ps, namely,

p(x, z, t) = ps(x, t) + αρ0

∫ z

0

T (x, z′, t) dz′.

Considering a test function Ũ = (ũ, ṽ, T̃ ) in V , we multiply equation (1.1a) by ũ, (1.1b)
by ṽ and (1.1e) by κT̃ . We obtain the variational formulation of the problem as:

(1.12)
d

dt
(U, Ũ)H + a(U, Ũ) + b(U,U, Ũ) + e(U, Ũ) = (F, Ũ)H , ∀ Ũ ∈ V,

and we supplement this equation with the initial condition U = U0.
Here we set

a(U, Ũ) = ν((u, ũ)) + ν((v, ṽ)) + κµ((T, T̃ )),

e(U, Ũ) = f

∫

Ω

(uṽ − vũ) dΩ− αg

∫

Ω

Tw̃ dΩ,

b(U,U ], Ũ) =

∫

Ω

(
u
∂u]

∂x
+ w(U)

∂u]

∂z

)
ũ dΩ +

∫

Ω

(
u
∂v]

∂x
+ w(U)

∂v]

∂z

)
ṽ dΩ

+ κ

∫

Ω

(
u
∂T ]

∂x
+ w(U)

∂T ]

∂z

)
T̃ dΩ.

We notice that:

a(U,U) + e(U,U) = ν‖u‖2 + ν‖v‖2 + κµ‖T‖2 − αg

∫

Ω

Tw(U) dΩ,

and since ∣∣∣αg

∫

Ω

Tw(U) dΩ
∣∣∣ ≤ αg|T |L2|w(U)|L2 ≤ cαg‖T‖‖u‖,

we find that

(1.13) a(U,U) + e(U,U) ≥ ν‖u‖2 + ν‖v‖2 + κµ‖T‖2 − cαg‖T‖‖u‖.
From equation (1.13) we see that for κ large enough, more specifically for κ ≥ (g2α2c2)/(νµ)
the bilinear, continuous form a + e is coercive on V , and

(1.14) a(U,U) + e(U,U) ≥ ν

2
‖u‖2 + ν‖v‖2 + κ

µ

2
‖T‖2 ≥ c1‖U‖2

V .

We also mention that the form b is trilinear continuous from V × V × V2 where V2 is
defined as the closure of V in (Ḣ2

per(Ω))3; for more details regarding the way we obtain
these results, see e.g. [9].
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Equation (1.12) is equivalent to an evolution equation of the form:

dU

dt
+ AU + B(U,U) + E(U) = F,

U(0) = U0,
(1.15)

in the space V ′
2 , which is the dual of V2. For more details regarding the derivation of the

variational and evolutional form for the Primitive Equations and also for the derivation
of the properties of the forms a and b the reader is referred to [9]. In that article existence
and uniqueness of solutions and regularity results in all Sobolev spaces Hm are derived for
the non-dimensionalised Primitive Equations for the ocean in periodic space dimension
two; though the equations are not absolutely identical to those considered here, one can,
with minimal changes, derive similar results for the equations considered here.

All the functions being periodic, they admit Fourier series expansions. Hence, for
instance, for U we write

U =
∑

(k1, k3)∈Z2

U(k1,k3)e
i(k′1x+k′3z),

where k′j = 2πkj/Lj. We also introduce the following notation:

[Uk]
2
κ = |uk|2 + |vk|2 + κ|Tk|2.

Considering the Laplacian −∆, we define the Gevrey class D(eτ(−∆)s
) as the set of

functions U in H satisfying

(1.16) |Ω|
∑

k∈Z2

e2τ |k′|2s

[Uk]
2 = |eτ(−∆)s

U |2H < ∞.

The norm of the Hilbert space D(eτ(−∆)s
) is given by

(1.17) |U |D(eτ(−∆)s ) = |eτ(−∆)s

U |H , for U ∈ D(eτ(−∆)s

),

and the associated scalar product is

(1.18) (U, V )D(eτ(−∆)s ) = (eτ(−∆)s

U, eτ(−∆)s

V )H , for U, V ∈ D(eτ(−∆)s

).

Another Gevrey type space that we will use is D((−∆)1/2eτ(−∆)s
), which is a Hilbert space

when endowed with the inner product:

(U, V )D((−∆)1/2e(−∆)s ) = ((−∆)1/2eτ(−∆)s

U, (−∆)1/2eτ(−∆)s

V )H

= ((eτ(−∆)s

U, eτ(−∆)s

V ))V ,
(1.19)

for U , V in D((−∆)1/2eτ(−∆)s
); the norm of the space is given by

|U |2D((−∆)1/2eτ(−∆)s ) = |(−∆)1/2eτ(−∆)s

U |2H = ‖eτ(−∆)s

U‖2
V

= |Ω|
∑

k∈Z2

|k′|2e2τ |k′|2s

[Uk]
2
κ.

(1.20)
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2. A Priori Estimates for the Real Case

As we already mentioned in the introduction, our aim is to prove that the solutions of
the PEs are real functions analytic in time with values in Gevrey spaces and the restriction
of some complex analytic functions in time in the neighborhood of a real positive interval.
We start in this section by deriving some a priori estimates in the real case and then we
consider the complex case.

We begin with the following technical result:

Lemma 2.1. Let U , U ] and Ũ be given in D(∆eτ(−∆)s
) for τ ≥ 0. Then the following

inequality holds:

|(eτ(−∆)1/2

B(U,U ]), eτ(−∆)1/2

∆Ũ)H | ≤ c2|eτ(−∆)1/2

(−∆)1/2U |1/2

|eτ(−∆)1/2

∆U |1/2|eτ(−∆)1/2

(−∆)1/2U ]|1/2|eτ(−∆)1/2

∆U ]|1/2|eτ(−∆)1/2

∆Ũ |.
(2.1)

Proof. We start by writing the trilinear form b in Fourier modes. For that purpose we
define, for each j ∈ Z2, δj as j′1/j

′
3 when j′3 6= 0 and as 0 when j′3 = 0. We obtain:

b(U,U ], Ũ) =
∑

j+l+k=0

i(j′1 − j′3δl)ulu
]
jũk +

∑

j+l+k=0

i(j′1 − j′3δl)ulv
]
j ṽk

+ κ
∑

j+l+k=0

i(j′1 − j′3δl)ulT
]
j T̃k.

(2.2)

We then compute:

(eτ(−∆)1/2

B(U,U ]), eτ(−∆)1/2

∆Ũ)H =
∑

j+l+k=0

i(j′1 − j′3δl)|k′|2e2τ |k′|ulu
]
jũk

+
∑

j+l+k=0

i(j′1 − j′3δl)|k′|2e2τ |k′|ulv
]
j ṽk + κ

∑

j+l+k=0

i(j′1 − j′3δl)|k′|2e2τ |k′|ulT
]
j T̃k.

(2.3)

We now associate to each u the function ǔ defined by:

(2.4) ǔ =
∑

j∈Z2

ǔje
ij′·x, where ǔj = eτ |j′||uj|,

and we also use similar notations for the other functions.
Using the notation above and the fact that |k| − |l| − |j| ≤ 0 since j + l + k = 0, we

continue to bound the right-hand side of relation (2.3) and we obtain:

|(eτ(−∆)1/2

B(U,U ]), eτ(−∆)1/2

∆Ũ)H | ≤ c
∑

j+l+k=0

|j′||l′||k′|2|ǔl||ǔ]
j||ˇ̃uk|

+ c
∑

j+l+k=0

|j′||l′||k′|2|ǔl||v̌]
j||ˇ̃vk|+ κc

∑

j+l+k=0

|j′||l′||k′|2|ǔl||Ť ]
j || ˇ̃T k|,

(2.5)

where we also used the estimate |j′1 − j′3δl| ≤ c|j′||l′|. Here and in the sequel c denotes a
constant which may be different at different places.
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We estimate the first term from the right-hand side of (2.5), the rest of the estimates
being identical. For that purpose, we define the following functions:

ξ(x) =
∑

j∈Z2

|j′|ǔje
ij′·x, ψ(x) =

∑

j∈Z2

|j′|ǔ]
je

ij′·x, θ(x) =
∑

j∈Z2

|j′|2 ˇ̃uje
ij′·x,

and we write:
∑

j+l+k=0

|j′||l′||k′|2|ǔl||ǔ]
j||ˇ̃uk| = 1

|Ω|
∫

Ω

ξ(x)ψ(x)θ(x) dΩ ≤ c|ξ|L4|ψ|L4|θ|L2

≤ c|ξ|1/2

L2 ‖ξ‖1/2|ψ|1/2

L2 ‖ψ‖1/2|θ|L2

≤ c‖et(−∆)1/2

U‖1/2|∆et(−∆)1/2

U |1/2‖et(−∆)1/2

U ]‖1/2|∆et(−∆)1/2

U ]|1/2|∆et(−∆)1/2

Ũ |.
Using the same kind of arguments for the other terms we find the relation (2.1). ¤

Decomposition of the solution

We want to derive the Gevrey regularity of the problem:

U ′ + AU + B(U,U) + EU = F, in V ′
2 ,

U(0) = U0.
(2.6)

In all that follows we assume that the forcing F is an analytic function in time with
values in the Gevrey space D(eσ1(−∆)1/2

) for some σ1 > 0. To obtain the desired a priori

estimates, we can suppose that the natural way would be to apply the operator et(−∆)1/2

to equation (2.6) and to take the scalar product with −∆et(−∆)1/2
in H. But taking into

account the inequality (2.1), we see that, unlike in [5] for the Navier-Stokes equations, we
would obtain a weak estimate for the nonlinear term which would force us to work with
small initial data. In order to avoid imposing such a restriction, we split the solution U
into U = U? + Ũ , where U? is the solution of the linear problem:

dU

dt

?

+ AU? + EU? = F,

U?(0) = U0,
(2.7)

and Ũ is the solution of the nonlinear problem:

dŨ

dt
+ AŨ + B(Ũ , Ũ) + B(Ũ , U?) + B(U?, Ũ) + EŨ = −B(U?, U?),

Ũ(0) = 0.

(2.8)
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We will derive estimates and existence results for the linear problem (2.7) and then for
the nonlinear problem (2.8) which is equivalent to (1.15), taking (2.7) into account. We
start treating the linear problem:

The linear problem

We suppose that U0 is in D((−∆)1/2) and F is a function analytic in time with values

in D(eσ1(−∆)1/2
), for some σ1 > 0. Setting ϕ(t) = min(t, σ1), we apply the operator

eϕ(t)(−∆)1/2
to equation (2.7) and then take the scalar product with −∆eϕ(t)(−∆)1/2

U? in
H.

With the same κ as in (1.13) we have:

(eϕ(t)(−∆)1/2

AU?, eϕ(t)(−∆)1/2

(−∆)U?)H

+ (eϕ(t)(−∆)1/2

EU?, eϕ(t)(−∆)1/2

(−∆)U?)H ≥ c1|∆eϕ(t)(−∆)1/2

U?|2H .
(2.9)

The relation above holds because:

(eϕ(t)(−∆)1/2

AU?, eϕ(t)(−∆)1/2

(−∆)U?)H + (eϕ(t)(−∆)1/2

EU?, eϕ(t)(−∆)1/2

(−∆)U?)H

= ((−∆)1/2eϕ(t)(−∆)1/2

AU?, eϕ(t)(−∆)1/2

(−∆)1/2U?)H

+ ((−∆)1/2eϕ(t)(−∆)1/2

EU?, eϕ(t)(−∆)1/2

(−∆)1/2U?)H

= a(eϕ(t)(−∆)1/2

(−∆)1/2U?, eϕ(t)(−∆)1/2

(−∆)1/2U?)

+ e(eϕ(t)(−∆)1/2

(−∆)1/2U?, eϕ(t)(−∆)1/2

(−∆)1/2U?),

where we used that A and E commute with −∆ and the fact that for the κ chosen before,
a + e is coercive. The commutativity of the operators A and E can be easily established
using, for example, the Fourier series expansions.

We also have:

(eϕ(t)(−∆)1/2

(U?)′(t), eϕ(t)(−∆)1/2

(−∆)U?(t))H

=
( d

dt
((−∆)1/2eϕ(t)(−∆)1/2

U?), (−∆)1/2eϕ(t)(−∆)1/2

U?
)

H

− ϕ′(t)((−∆)eϕ(t)(−∆)1/2

U?, (−∆)1/2eϕ(t)(−∆)1/2

U?)H

=
1

2

d

dt
|(−∆)1/2eϕ(t)(−∆)1/2

U?|2H − ϕ′(t)(∆eϕ(t)(−∆)1/2

U?, (−∆)1/2eϕ(t)(−∆)1/2

U?)H

≥ 1

2

d

dt
|(−∆)1/2eϕ(t)(−∆)1/2

U?|2H − |∆eϕ(t)(−∆)1/2

U?|H‖eϕ(t)(−∆)1/2

U?‖V

≥ 1

2

d

dt
|(−∆)1/2eϕ(t)(−∆)1/2

U?|2H −
c1

4
|∆eϕ(t)(−∆)1/2

U?|2H −
1

c1

‖eϕ(t)(−∆)1/2

U?‖2
V .
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The term containing the force F is estimated using the Schwarz inequality:

(eϕ(t)(−∆)1/2

F, eϕ(t)(−∆)1/2

∆U?)H ≤ |eϕ(t)(−∆)1/2

F |H |eϕ(t)(−∆)1/2

∆U?|H
≤ 1

c1

|eϕ(t)(−∆)1/2

F |2H +
c1

4
|eϕ(t)(−∆)1/2

∆U?|2H .
(2.10)

Taking into account all the estimates above, we obtain:

d

dt
|(−∆)1/2eϕ(t)(−∆)1/2

U?|2H + c1|∆eϕ(t)(−∆)1/2

U?|2H

≤ 2

c1

|eϕ(t)(−∆)1/2

F |2H +
2

c1

|(−∆)1/2eϕ(t)(−∆)1/2

U?|2H .
(2.11)

Applying the Gronwall lemma to (2.11), it follows that:

(2.12) |(−∆)1/2eϕ(t)(−∆)1/2

U?|2H ≤ |(−∆)1/2U0|2He
2
c1

t
+ sup

0≤s≤t
|eσ1(−∆)1/2

F (s)|2He
2
c1

t
,

which gives a bound of (−∆)1/2eϕ(t)(−∆)1/2
U? in L∞(0, t?; H) for all t? > 0. Returning to

(2.11) and integrating, we find a bound of ∆eϕ(t)(−∆)1/2
U? in L2(0, t?; H) for all t? > 0.

The nonlinear problem

We now need to study the Gevrey regularity for the following nonlinear problem:

dŨ

dt
+ AŨ + B(Ũ , Ũ) + B(Ũ , U?) + B(U?, Ũ) + EŨ = −B(U?, U?),

Ũ(0) = 0,

(2.13)

where U? is the solution of the linear problem presented above.
As for the linear case, at a time t, we apply the operator eϕ(t)(−∆)1/2

to each side of
equation (2.13) and then we take the scalar product in H of the resulting equation with

eϕ(t)(−∆)1/2
(−∆)Ũ . The difference between this case and the linear case appears in the

terms containing the operator B and, to estimate these terms, we use Lemma 2.1. Note
that since the norm on H is equivalent to the usual norm on L2, in the right hand side
of (2.1) we can change the norm on L2 with the norm on H, changing only the preceding
constant. Thus, we obtain:

d

dt
|(−∆)1/2eϕ(t)(−∆)1/2

Ũ |2H + c1|∆eϕ(t)(−∆)1/2

Ũ |2H
≤ f(t)|(−∆)1/2eϕ(t)(−∆)1/2

Ũ |2H + g(t)

+ c1|(−∆)1/2eϕ(t)(−∆)1/2

Ũ |H |∆eϕ(t)(−∆)1/2

Ũ |2H ,

(2.14)
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where

f(t) = c′1 + c′2|(−∆)1/2eϕ(t)(−∆)1/2

U?(t)|2H |∆eϕ(t)(−∆)1/2

U?(t)|2H ,

g(t) = c′3|(−∆)1/2eϕ(t)(−∆)1/2

U?(t)|2H |∆eϕ(t)(−∆)1/2

U?(t)|2H .

We rewrite (2.14) as:

d

dt
|(−∆)1/2eϕ(t)(−∆)1/2

Ũ |2H+(c0 − c1|(−∆)1/2eϕ(t)(−∆)1/2

Ũ |H)|∆eϕ(t)(−∆)1/2

Ũ |2H
≤ f(t)|(−∆)1/2eϕ(t)(−∆)1/2

Ũ |2H + g(t).

(2.15)

Since Ũ(0) = 0, we may assume that:

(2.16) |(−∆)1/2eϕ(t)(−∆)1/2

Ũ |H ≤ c1

2c2

, on some finite interval of time (0, t0).

On that interval the following estimate holds:

d

dt
|(−∆)1/2eϕ(t)(−∆)1/2

Ũ |2H +
c1

2
|∆eϕ(t)(−∆)1/2

Ũ |2H
≤ f(t)|(−∆)1/2eϕ(t)(−∆)1/2

Ũ |2H + g(t).

(2.17)

Taking into account the a priori estimates obtained for U?, we find that f and g are func-
tions locally integrable. So, we can apply the Gronwall lemma and deduce the following
estimate on (0, t0):

(2.18) |(−∆)1/2eϕ(t)(−∆)1/2

Ũ |2H ≤
∫ t?

0

g(s) exp(

∫ t?

s

f(τ) dτ) ds.

Since f and g are locally integrable, we can define t? = t(F, U0, σ1) as the first time for
which:

(2.19)

∫ t?

0

g(s) exp(

∫ t?

s

f(τ) dτ) ds =
c1

2c2

.

Then, on the interval (0, t?) we find:

|(−∆)1/2eϕ(t)(−∆)1/2

Ũ(t)|H ≤ c0/2c1.

Hence, on (0, t?), with t? defined by (2.19), the solution Ũ satisfies both (2.15) and (2.17).

3. Time Analyticity in Gevrey Spaces

As mentioned in the Introduction, the task of this article is to prove that the solutions
of the Primitive Equations are analytic in time with values in some Gevrey spaces. In
fact we show that the solution is the restriction to R+ of a complex analytic function
in the temporal variable in a complex domain containing an interval (0, t1). In order to
derive such a result, we use an already classical method (see e.g. [4] or [5]), the idea
being to pass from the Primitive Equations written in real time to an extended equation
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in the complex time. To avoid too complicated notations and because there is no risk of
confusion, for the extended spaces and operators we use the same notations as in the real
case. In this way, equation (2.6) is rewritten as:

(3.1)
dU

dζ
+ AU + B(U,U) + EU = F,

where ζ ∈ C is the complex time.
In all what follows, ζ = seiθ, where s > 0 and cos θ > 0 so that the real part of ζ is

positive. As for the real case, we need to split the solution of the equation (3.1) into U?

and Ũ , where U? is the solution of the linear equation:

dU?

dζ
+ AU? + EU? = F,

U?(0) = U0,
(3.2)

and Ũ is the solution of the nonlinear problem:

dŨ

dζ
+ AŨ + B(Ũ , Ũ) + B(Ũ , U?) + B(U?, Ũ) + EŨ = −B(U?, U?),

Ũ(0) = 0.

(3.3)

We start by deriving the a priori estimates for U?. For that purpose, we apply the
operator eϕ(s cos θ)(−∆)1/2

to equation (3.2) and then take the scalar product in H with

eϕ(s cos θ)(−∆)1/2
(−∆)U?, multiply by eiθ and take the real part.

We notice that:

Re eiθ(eϕ(s cos θ)(−∆)1/2 dU?

dζ
, ∆eϕ(s cos θ)(−∆)1/2

U?)H

=
1

2

d

ds
|eϕ(s cos θ)(−∆)1/2

(−∆)1/2U?|2H
− ϕ′(s cos θ) cos θ Re eiθ(∆eϕ(s cos θ)(−∆)1/2

U?, (−∆)1/2eϕ(s cos θ)(−∆)1/2

U?)H .

(3.4)

Using the same constant κ as in (1.13), we find:

Re eiθ(eϕ(s cos θ)(−∆)1/2

AU?, eϕ(s cos θ)(−∆)1/2

∆U?)H

+ Re eiθ(eϕ(s cos θ)(−∆)1/2

EU?, eϕ(s cos θ)(−∆)1/2

∆U?)H

≥ c1 cos θ|eϕ(s cos θ)(−∆)1/2

∆U?|2H .

(3.5)
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From all the computations above we conclude that:

1

2

d

ds
|eϕ(s cos θ)(−∆)1/2

(−∆)1/2U?|2H + c1 cos θ |eϕ(s cos θ)(−∆)1/2

∆U?|2H
≤ cos θ|eϕ(s cos θ)(−∆)1/2

(−∆)1/2U?|H |eϕ(s cos θ)(−∆)1/2

∆U?|H
+ |eϕ(s cos θ)(−∆)1/2

F |H |eϕ(s cos θ)(−∆)1/2

∆U?|H .

Restricting θ so that cos θ ≥ √
2/2 and making use of the Cauchy-Schwarz inequality, we

find:

d

ds
|eϕ(s cos θ)(−∆)1/2

(−∆)1/2U?|2H + c1 cos θ |eϕ(s cos θ)(−∆)1/2

∆U?|2H

≤ 2 cos θ

c1

|eϕ(s cos θ)(−∆)1/2

(−∆)1/2U?|2H +
2

c1 cos θ
|eϕ(s cos θ)(−∆)1/2

F |2H .
(3.6)

We can now apply the Gronwall lemma to (3.6) and obtain:

|eϕ(s cos θ)(−∆)1/2

(−∆)1/2U?|2H ≤|(−∆)1/2U0|2H exp
( 1

c1

s
)

+ 2|eσ1(−∆)1/2

F |2H exp
( 1

c1

s
)
.

(3.7)

Since U0 ∈ D((−∆)1/2), we deduce from (3.7) a bound on U?(seiθ) in D(eϕ(s cos θ)(−∆)1/2

(−∆)1/2) for θ such that
√

2/2 ≤ cos θ ≤ 1 and for s ≤ t, for all t ≥ 0.
Integrating equation (3.7), one can see that

(3.8)

∫ s

0

|eϕ(s′ cos θ)(−∆)1/2

∆U?|2H ds′ ≤ C(s, F, U0, σ1), for all s ≥ 0.

Having in mind these estimates, we start deriving estimates for the solution Ũ of equa-
tion (3.3).

The calculations for obtaining the a priori estimates are the same as for the linear
case: we apply eϕ(s cos θ)(−∆)1/2

to equation (3.3), take the scalar product in H with

eϕ(s cos θ)(−∆)1/2
(−∆)U? and then multiply the resulting equation by eiθ and take the real

part. Using Lemma 2.1 in order to estimate the terms containing the B operator, we find:

d

ds
|eϕ(s cos θ)(−∆)1/2

Ũ |2H + c1 cos θ|eϕ(s cos θ)(−∆)1/2

∆Ũ |2H
≤ f(s)|eϕ(s cos θ)(−∆)1/2

Ũ |2H + g(s)

+ c3|eϕ(s cos θ)(−∆)1/2

(−∆)1/2Ũ |H |eϕ(s cos θ)(−∆)1/2

∆Ũ |2H ,

(3.9)
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where

f(s) =
1

c1

+ c′1|eϕ(s cos θ)(−∆)1/2

U?|2H |eϕ(s cos θ)(−∆)1/2

U?|2H ,

g(s) =

√
2

c1

|eϕ(s cos θ)(−∆)1/2

F |2H .

We obtained the form of the functions f and g using the Cauchy-Schwarz inequality and
restricting θ to

√
2/2 ≤ cos θ ≤ 1.

We can also write inequality (3.10) as:

d

ds
|eϕ(s cos θ)(−∆)1/2

Ũ |2H + (c1

√
2

2
− c3|eϕ(s cos θ)(−∆)1/2

(−∆)1/2Ũ |H)

· |eϕ(s cos θ)(−∆)1/2

∆Ũ |2H ≤ f(s)|eϕ(s cos θ)(−∆)1/2

Ũ |2H + g(s).

(3.10)

Since Ũ(0) = 0, we may assume that:

|eϕ(s cos θ)(−∆)1/2

(−∆)1/2Ũ |H ≤ c1

√
2

4c3

,

on some finite interval (0, t0) and, on this interval, Ũ satisfies the inequality:

d

ds
|eϕ(s cos θ)(−∆)1/2

U |2H+c1

√
2

4
|eϕ(s cos θ)(−∆)1/2

∆U |2H
≤ f(s)|eϕ(s cos θ)(−∆)1/2

U |2H + g(s).

(3.11)

Since f and g depend on the solution U? of the linear problem and we already obtained a
priori estimates on U?, we see that for all θ ∈ [−π/4, π/4], f and g are locally integrable
functions. Thus we can apply the Gronwall lemma to (3.11) and we find the following
estimate on (0, t0):

(3.12) |eϕ(s cos θ)(−∆)1/2

(−∆)1/2Ũ |H ≤
∫ t

0

g(s) exp(

∫ t

s

f(τ) dτ) ds.

Since f and g are locally integrable functions, we can define t1 = t(F, U0, σ1) as the time
for which we have:

(3.13)

∫ t1

0

g(s) exp(

∫ t1

s

f(τ) dτ) ds =
c1

√
2

4c3

.

So on the interval (0, t1) we find:

(3.14) |eϕ(s cos θ)(−∆)1/2

(−∆)1/2Ũ |H ≤ c1

√
2

4c3

.

We define the region:

(3.15) D(U0, F, σ1) = {ζ = seiθ, |θ| ≤ π/4, 0 < s < t1(U0, F, σ1)},
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and from the previous estimates we obtain a bound on U(ζ) in D((−∆)1/2eϕ(s cos θ)(−∆)1/2
):

(3.16) |eϕ(s cos θ)(−∆)1/2

(−∆)1/2Ũ |H ≤ c1

√
2

4c3

, for ζ ∈ D̄(U0, F, σ1).

We can now state the main result of this article:

Theorem 3.1. Let U0 be given in D((−∆)1/2) and let F be a function analytic in time

with values in D(eσ1(−∆)1/2
) for some σ1 > 0. Then there exists t1 depending on the initial

data such that the function

t → (−∆)1/2eϕ(s cos θ)(−∆)1/2

U(t),

is analytic on (0, t1), where ϕ(t) = min(t, σ1) and t1 is defined by relation (3.13).

Proof. In order to prove the existence of an analytic solution, we use the Galerkin approx-
imation method based on the Fourier series, and the energy estimates obtained above.
For the solutions of the Galerkin approximation the a priori estimates which are for-
mally derived above hold rigorously and the bounds are independent of the order m of
the Galerkin approximation. With these estimates we can pass to the limit m → ∞
using classical theorems concerning convergence of analytic functions. From here follows
Theorem 3.1. ¤
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