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#### Abstract

We construct a parallel transport $U$ in a vector bundle $E$, along the paths of a Brownian motion in the underlying manifold, with respect to a time dependent covariant derivative $\nabla$ on $E$, and consider the covariant derivative $\nabla_{0} U$ of the parallel transport with respect to perturbations of the Brownian motion. We show that the vertical part $U^{-1} \nabla_{0} U$ of this covariant derivative has quadratic variation twice the Yang-Mills energy density (i.e., the square norm of the curvature 2-form) integrated along the Brownian motion, and that the drift of such processes vanishes if and only if $\nabla$ solves the Yang-Mills heat equation. A monotonicity property for the quadratic variation of $U^{-1} \nabla_{0} U$ is given, both in terms of change of time and in terms of scaling of $U^{-1} \nabla_{0} U$. This allows us to find a priori energy bounds for solutions to the Yang-Mills heat equation, as well as criteria for non-explosion given in terms of this quadratic variation. © 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.


## 1. Introduction, notations

This article is concerned with the Yang-Mills heat equation for connections in a metric vector bundle $E$ over a compact Riemannian manifold $M$. The Yang-Mills connections in $E$ are critical points of the Yang-Mills functional (or energy functional)

$$
\begin{equation*}
\mathrm{YM}(\nabla):=\int_{M}\left\|R^{\nabla}\right\|^{2} \mathrm{~d} \text { vol, } \tag{1.1}
\end{equation*}
$$

where $R^{\nabla} \in \Gamma\left(\Lambda^{2} T^{*} M \otimes \operatorname{End}(E)\right)$ is the curvature 2-form of a metric connection $\nabla$ in $E$. Letting $\nabla$ depend smoothly on a real parameter $t$ and differentiating Eq. (1.1) with respect to $t$ yields

$$
\partial_{t} \mathrm{YM}(\nabla(t))=2 \int_{M}\left\langle\left(\mathrm{~d}^{\nabla}\right)^{*} R^{\nabla(t)}, \partial_{t} \nabla(t)\right\rangle \mathrm{d} \mathrm{vol},
$$

where $d^{\nabla}$ denotes the exterior differential and $\left(d^{\nabla}\right)^{*}$ its adjoint, see, e.g., [8]. Consequently, to deform a connection towards the steepest descent of the Yang-Mills action we are led to solve the Yang-Mills heat equation

$$
\begin{equation*}
\partial_{t} \nabla(t)=-\frac{1}{2}\left(\mathrm{~d}^{\nabla}\right)^{*} R^{\nabla(t)} \tag{1.2}
\end{equation*}
$$

[^0]0021-7824/02/\$ - see front matter © 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
PII: S0021-7824(02)01254-0

The Euler-Lagrange equations associated to the Yang-Mills functional characterize Yang-Mills connections $\nabla$ by the property that

$$
\begin{equation*}
\left(\mathrm{d}^{\nabla}\right)^{*} R^{\nabla} \equiv 0 \tag{1.3}
\end{equation*}
$$

The procedure of constructing Yang-Mills connections by starting from an arbitrary connection $\nabla(0)$, solving the Yang-Mills heat equation with initial condition $\nabla(0)$, letting $t$ tend to $\infty$, taking a subsequence which converges (up to global gauge transformations) to a Yang-Mills connection requires that Eq. (1.2) does not blow-up in finite time. Small time existence is well-known, e.g., [25]: there always exists $T>0$ such that Eq. (1.2) has a solution in [ $0, T$ [. If $M$ is of dimension less than or equal to 3 , then blow-up never occurs, as proved in [19]. In the general situation, blow-up at time $T$ is characterized by the fact that curvature does not stay bounded in $] T-\varepsilon, T$ [ for any $\varepsilon>0$. If $M$ has dimension at least 4 , one is led to look for non-explosion criteria. An essential ingredient in [9] is the integral of $\left\|R^{\nabla}\right\|^{2}$ over "parabolic balls" of the form $\left[T-4 s^{2}, T-s^{2}\right] \times \operatorname{ball}\left(x, R_{0}\right) \subset \mathbb{R}_{+} \times M$ where $R_{0}>0$ is fixed and sufficiently small, along with monotonicity in $s$ of this integral (see $[17,18]$ for related integrals). In $[9,17]$ the authors prove that if the integral is sufficiently close to zero for small $s$ then $\left\|R^{\nabla}\right\|^{2}$ is bounded on some space-time set. Such estimates lead to non-explosion criteria in certain situations.

More can be said when $M$ has dimension 4, since curvature then can concentrate at time $T$ only at finitely many points in $M$ (see [26]). At every point where curvature concentrates, rescaling of space and time, along with gauge transformation, yields a non-trivial Yang-Mills connection in a bundle over $\mathbb{R}^{4}$ with the same fiber as $E$ (see [23]).

The paper is organized as follows. In Section 2 we construct the main stochastic object which is the starting point of our study. Let us briefly describe the set-up. Consider a smooth solution $\nabla(t)$ to Eq. (1.2) on a vector bundle $E$ over a compact Riemannian manifold $M$, defined on [ $0, T$ [ for some $T>0$. Fix $x \in M$ and let $X_{t}$ be a Brownian motion starting from $x$. For $u \in T_{x} M$ let $X_{t}(a, u)=\exp _{X_{t}}\left(a \sqrt{t} / /_{0, t} u\right)$ where $/ /_{0, t}$ denotes parallel transport in $T M$ along $X_{t}$ with respect to the Levi-Civita connection. The basic object of our study is the semimartingale

$$
s \mapsto N_{r, s}:=\left.U_{r, s}^{-1} \nabla_{a}\right|_{a=0} U_{r, s}, \quad s \in[r, T],
$$

where $r \in] 0, T$ [ is fixed and $s \mapsto U_{r, s}(a, u)$ is the parallel transport in $E$ along $X_{s}$ starting at $U_{r, r}=\operatorname{id}_{E_{X_{r}}}$, with respect to the time-dependent connection $\nabla(T-s)$. The semimartingale $N_{r, s}$ has nice scaling properties (Remarks 2.1 and 3.1) and we prove that it is a local martingale if and only if $\nabla(t)$ solves the Yang-Mills heat equation (Lemma 2.2 and Proposition 2.3). See [6] for similar results in the stationary case of Yang-Mills connections. As expected, a mean value formula holds (Corollary 2.5): for $0<r \leqslant s \leqslant T$ and at $X_{r}$ we have

$$
\nabla_{\sqrt{r} / /_{0, r} u}(T-r)(\cdot)=\mathbb{E}\left[U_{r, s}^{-1} \nabla_{\sqrt{s} / /_{0, s} u}(T-s)\left(U_{r, s} \cdot\right) \mid \mathcal{F}_{r}\right] .
$$

Unfortunately, as a consequence of non-linearity, the conditional expectation contains the parallel transport $U_{r, s}$ involving the $\nabla(t), t \in] T-s, T-r[$. The approach is analogous to the probabilistic interpretation of the heat equation for harmonic maps (see, e.g., [2]).

As mentioned before, an important object in the study of singularities at ( $T, x$ ) of the Yang-Mills heat flow is the energy integral over parabolic balls and monotonicity properties of the integral. In Section 3 we work instead with the expected quadratic variation of the martingale, constructed in Section 2, on the time interval [ $\beta s, s$ ] where $0<\beta<1$ is some parameter, that is

$$
\Phi_{\beta}(s):=\frac{1}{2} \mathbb{E}\left[\left\|N_{\beta s, s}\right\|^{2}\right] .
$$

Using a matrix Harnack estimate for positive solutions of the heat equation on a manifold (see [12]), we establish monotonicity in $s$ of $\Phi_{\beta}(s)$. Our result differs from [12]. The method here is also slightly different from the one used in [9], but more natural in our context. As a consequence of the monotonicity formula we establish convergence of

$$
\frac{1}{2 \log (T / r)} \mathbb{E}\left[\left\|N_{r, T}\right\|^{2}\right]
$$

as $r$ tends to 0 (Proposition 3.9). The limit which we call here $\ell(T, x)$ will play a crucial role in the description of singularities.
The key result in Section 4 says that if $\Phi_{\beta}(s)$ is sufficiently close to zero for small $s$, then the energy is bounded by $C f(s)^{-4}$ on $\left[T-f(s)^{2}, T[\times \operatorname{ball}(x, f(s))\right.$ for some $C>0$ and some positive increasing function $f$, defined for $s>0$, such that $\lim _{s \rightarrow 0} f(s)=0$ (Theorems 4.2, 4.3 and Corollary 4.4). A similar result but with different assumptions can be found in [9]. Our proof is based on a submartingale inequality, which is an alternative to Moser's Harnack inequality. We use estimates of the exit time from small balls for Brownian motion in $M$, based on Bernstein's inequality (Lemma 4.1).

From Theorems 4.2 and 4.3 we derive a non-explosion criterion for the Yang-Mills heat flow at $(T, x)$ in terms of the size of $\Phi_{\beta}$, as well as in terms of $\ell(T, x)$ (Proposition 4.5 and Corollary 4.6). We then establish existence of global solutions to Eq. (1.2) in case $\mathrm{YM}(\nabla(0))$ is sufficiently small; we already know that the solution exists on [0, $T$ [ (Theorems 4.7, 4.10,

Corollary 4.11). In particular, this gives non-explosion if $M$ has dimension less than or equal to 3 , a result due to [19]. When $M$ is of dimension at least 4 , an other consequence is that if explosion occurs at a small time $T$, then the Yang-Mills energy $\mathrm{YM}(\nabla(0))$ must be greater than some positive constant depending on $T$. In the special case when $M$ is a sphere of dimension greater than 4 and $E$ a non-trivial bundle over $M$, we are able to recover Naito's result [17]: if $\mathrm{YM}(\nabla(0))$ is smaller than some positive number depending on $t>0$, then explosion occurs before time $t$ (Corollary 4.12).

In Section 5 we consider a solution $\nabla$ to the Yang-Mills heat equation on [ $0, T$ [ and assume that explosion occurs at time $T$. We exhibit a sequence of martingales, as in Section 2, constructed from the rescaled Yang-Mills equation, which converges in law to a non-trivial martingale (Proposition 5.2). In case of $\operatorname{dim} M=4$ we know by [26] that curvature concentrates only in a finite number of points in the manifold, and our result can be seen as the stochastic analogue to Schlatter's result [24] on convergence of rescaled connections to a connection in a vector bundle over $\mathbb{R}^{4}$. However, here we cannot choose the point $x \in M$ where curvature concentrates since the support of our function $\Phi_{\beta}$ is $M$ and not a small ball.

Section 6 of the paper finally is devoted to an ergodic theorem. Here we assume that $\operatorname{dim} M=4$. We fix a Yang-Mills connection $\nabla$ on $E$ and prove that the Pontryagin number of the vector bundle is the ergodic mean of an expression involving the curvature of $\nabla$ along Brownian paths (Theorem 6.1). If $\nabla$ is self-dual (respectively antiself-dual), the expression is the quadratic variation (respectively minus the quadratic variation) of the martingale $N_{r, s}$ constructed in Section 2 (for the stationary case $\nabla(t) \equiv \nabla)$.

Throughout the paper we adopt the following conventions. Let $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geqslant 0}, \mathbb{P}\right)$ be a filtered probability space on which all the considered processes will be defined. Let $M$ be a manifold and let $\pi: E \rightarrow M$ be a vector bundle over $M$. By a covariant derivative or connection on the vector bundle $E$ we mean an $\mathbb{R}$-linear map

$$
\nabla: \Gamma(E) \rightarrow \Gamma\left(T^{*} M \otimes E\right)
$$

satisfying the product rule

$$
\nabla(f X)=\mathrm{d} f \otimes X+f \nabla X, \quad X \in \Gamma(E), \quad f \in C^{\infty}(M)
$$

and by a connection on the manifold $M$ we mean a covariant derivative or connection on the vector bundle $T M$. All covariant derivatives (on various vector bundles) are denoted indifferently by $\nabla$.

A covariant derivative on $E$ gives rise to a splitting $T E=H E \oplus V E$ into the horizontal and the vertical bundle. If $e \in E_{x}$, we denote by $h_{e}: T_{x} M \rightarrow H_{e} E$ the horizontal lift and by $v_{e}: E_{x} \rightarrow V_{e} E$ the vertical lift. We denote by $X^{h}$ the horizontal lift in $\Gamma(T E)$ of a vector field $X$ in $\Gamma(T M)$, and by $r^{v}$ the vertical lift in $\Gamma(T E)$ of a section $r$ of $E$ (an element of $\Gamma(E)$ ). Given a connection $\nabla$ on $M$ and a covariant derivative $\nabla$ on $E$, there exists a unique connection $\nabla^{h}$ on $E$ such that for $X, Y \in \Gamma(T M)$, $r, s \in \Gamma(E)$,

$$
\begin{equation*}
\nabla_{r^{v}}^{h} v=0, \quad \nabla_{r^{v}}^{h} Y^{h}=0, \quad \nabla_{X^{h}}^{h} s^{v}=\left(\nabla_{X} s\right)^{v}, \quad \nabla_{X^{h}}^{h} Y^{h}=\left(\nabla_{X} Y\right)^{h} \tag{1.4}
\end{equation*}
$$

(e.g., [3]). Let $F$ be a vector space isomorphic to the typical fiber of $E$. A covariant derivative $\nabla$ on $E$ gives rise canonically to a covariant derivative on the vector bundle $\pi: \operatorname{Hom}(F, E) \rightarrow M$ of linear maps $F \rightarrow E_{x}$, again denoted $\nabla$, and defined as follows: if $W$ is a section of $\operatorname{Hom}(F, E)$ then $(\nabla W)(w)=\nabla(W(w)), w \in F$.

Assume that the manifold $M$ is endowed with a Riemannian metric $(\cdot, \cdot)$ and that the vector bundle $\pi: E \rightarrow M$ is endowed with a metric preserved by the covariant derivative $\nabla$. Let $\mathcal{A}^{p}(E)=\Gamma\left(\bigwedge^{p} T^{*} M \otimes E\right)$ be the $p$-forms on $M$ with values in the vector bundle $E$ and

$$
\mathcal{A}(E)=\Gamma\left(\bigwedge T^{*} M \otimes E\right)=\bigoplus_{p \geqslant 0} \mathcal{A}^{p}(E)
$$

The covariant derivative $\nabla$ on $E$ gives rise to a "differential" $\mathrm{d}^{\nabla}: \mathcal{A}(E) \rightarrow \mathcal{A}(E)$, which sends $\mathcal{A}^{p}(E)$ into $\mathcal{A}^{p+1}(E)$, defined by

$$
\mathrm{d}^{\nabla} a\left(v_{1}, \ldots, v_{p+1}\right)=\sum_{i=1}^{p+1}(-1)^{i+1}\left(\nabla_{v_{i}} a\right)\left(v_{1}, \ldots, \hat{v}_{i}, \ldots, v_{p+1}\right)
$$

where $a \in \mathcal{A}^{p}(E)$ and $v_{1}, \ldots, v_{p+1} \in T_{x} M$. Alternatively $\mathrm{d}^{\nabla}$ is given at point $x \in M$ by

$$
\mathrm{d}^{\nabla} a(x)=\sum_{i=1}^{m}\left(e_{i}, \cdot\right) \wedge \nabla_{e_{i}} a
$$

where $\left(e_{i}\right)_{1 \leqslant i \leqslant m}$ is an orthonormal frame in $T_{x} M$.

We consider also the co-differential $\left(\mathrm{d}^{\nabla}\right)^{*}: \mathcal{A}(E) \rightarrow \mathcal{A}(E)$,

$$
\left(\mathrm{d}^{\nabla}\right)^{*} a(x)=-\sum_{i=1}^{m} \nabla_{e_{i}} a\left(e_{i}, \ldots\right),
$$

where again $\left(e_{i}\right)_{1 \leqslant i \leqslant m}$ is an orthonormal frame in $T_{x} M$. The image of $\mathcal{A}^{p}(E)$ under $\left(\mathrm{d}^{\nabla}\right)^{*}$ now lies in $\mathcal{A}^{p-1}(E)$.
Let $a \in \mathcal{A}^{p-1}(E)$ and $b \in \mathcal{A}^{p}(E)$ be such that $a \otimes b$ is of compact support. Then the following formula holds (e.g., [10], Lemma 2.16, Eqs. (8.8) and (8.9)):

$$
\begin{equation*}
\int_{M}\left\langle\mathrm{~d}^{\nabla} a, b\right\rangle \mathrm{d} x=\int_{M}\left\langle a,\left(\mathrm{~d}^{\nabla}\right)^{*} b\right\rangle \mathrm{d} x . \tag{1.5}
\end{equation*}
$$

When $M$ is the Euclidean space $\mathbb{R}^{m}$, then Eq. (1.5) is still valid under the assumption that both $\left\langle\mathrm{d}^{\nabla} a, b\right\rangle$ and $\left\langle a,\left(\mathrm{~d}^{\nabla}\right)^{*} b\right\rangle$, as well as $X=\alpha^{\sharp}$, are in $L^{1}\left(\mathbb{R}^{m}\right)$ where $\alpha$ denotes the 1-form $v \mapsto\langle(v, \cdot) \wedge a, b\rangle$. Indeed, we have

$$
\operatorname{div}(X)=\left\langle\mathrm{d}^{\nabla} a, b\right\rangle-\left\langle a,\left(\mathrm{~d}^{\nabla}\right)^{*} b\right\rangle
$$

and one easily shows that if both a vector field $Y$ on $\mathbb{R}^{m}$ and its divergence $\operatorname{div}(Y)$ are $L^{1}$, then

$$
\int_{\mathbb{R}^{m}} \operatorname{div}(Y) \mathrm{d} y=0
$$

In Section 4 we shall adopt the following assumption on $(a, b, M)$ guaranteeing Eq. (1.5) to hold.
Assumption 1.1. Either $a \otimes b$ has compact support, or if $M=\mathbb{R}^{m}$ then $\alpha^{\sharp},\left\langle\mathrm{d}^{\nabla} a, b\right\rangle$ and $\left\langle a,\left(\mathrm{~d}^{\nabla}\right)^{*} b\right\rangle$ are in $L^{1}\left(\mathbb{R}^{m}\right)$, where $\alpha^{\sharp}$ denotes the vector field associated to the 1-form $\alpha: v \mapsto\langle(v, \cdot) \wedge a, b\rangle$.

Let $M$ be a manifold with connection $\nabla$. If $X$ is an $M$-valued continuous semimartingale and $\alpha$ a section of $T^{*} M$, we denote by $\int_{0}\langle\alpha, \delta X\rangle$ the Stratonovich integral of $\alpha$ along $X$, and by $\int_{0}\left\langle\alpha, \mathrm{~d}_{\mathrm{It} \hat{o}}^{\nabla} X\right\rangle$ the Itô integral. Recall that $X$ is a $\nabla$-martingale if and only if $\int_{0}\left\langle\alpha, \mathrm{~d}_{\text {Itô }}^{\nabla} X\right\rangle$ is a local martingale for every such $\alpha$. In local coordinates, we have

$$
\begin{aligned}
& \langle\alpha, \delta X\rangle=\sum_{i}\left(\alpha_{i}(X) \mathrm{d} X^{i}+\frac{1}{2} \sum_{j} \frac{\partial \alpha_{i}}{\partial x^{j}}(X) \mathrm{d}\left\langle X^{i}, X^{j}\right\rangle\right) \text { and } \\
& \left\langle\alpha, \mathrm{d}_{\mathrm{Ito}}^{\nabla} X\right\rangle=\sum_{i} \alpha_{i}(X)\left(\mathrm{d} X^{i}+\frac{1}{2} \sum_{j} \Gamma_{j k}^{i}(X) \mathrm{d}\left\langle X^{j}, X^{k}\right\rangle\right)
\end{aligned}
$$

where $\Gamma_{j k}^{i}$ are the Christoffel symbols of $\nabla$. Given a covariant derivative $\nabla$ on $E$, the parallel transport in $E$ along $X$ is the $\operatorname{Hom}\left(E_{X_{0}}, E\right)$-valued semimartingale $/ /_{0, .}^{E}$ defined by

$$
/ /_{0,0}^{E}=\operatorname{id}_{E_{X_{0}}} \quad \text { and } \quad \delta / /_{0, t}^{E}=h_{/ / 0, t}^{E}\left(\delta X_{t}\right)
$$

Note that $/ /_{0, t}^{E} \in \operatorname{Hom}\left(E_{X_{0}}, E_{X_{t}}\right)$. An equivalent definition for $/ /_{0, .}^{E}$ is

$$
/ /_{0,0}^{E}=\mathrm{id}_{E_{X_{0}}} \quad \text { and } \quad \mathrm{d}_{\mathrm{Ito}}^{\nabla^{h}} / /_{0, t}^{E}=h_{/ / 0, t}^{E}\left(\mathrm{~d}_{\mathrm{Ito}}^{\nabla} X_{t}\right)
$$

see [11] for details.
In case $E=T M$, with $\nabla$ the Levi-Civita connection induced by the Riemannian metric on $M$ and $/ /_{0, t}$ the parallel transport in $T M$ along $X$, there is an alternative definition for $\mathrm{d}_{\text {Itồ }}^{\nabla} X_{t}$ in terms of

$$
\mathrm{d}_{\mathrm{Ito}}^{\nabla} X_{t}=/ /_{0, t} \mathrm{~d}\left(\int_{0}^{t} / /_{0, s}^{-1} \delta X_{s}\right),
$$

where $\mathrm{d}\left(\int_{0}^{t} / /_{0, s}^{-1} \delta X_{s}\right)$ is the usual Itô differential of the process $\int_{0}^{t} / /_{0, s}^{-1} \delta X_{s}$ with values in the vector space $E_{X_{0}}$.
For an $E$-valued semimartingale $J$ we define the Itô covariant derivative $D J$ of $J$ as the vertical part of $\mathrm{d}_{\mathrm{It} \hat{~}}^{\nabla^{h}} J$, considered as an element of $E$ :

$$
D J=v_{J}^{-1}\left(\left(\mathrm{~d}_{\mathrm{It} \hat{0}}^{\nabla} J\right)^{\mathrm{vert}}\right)
$$

Alternatively, $D J$ may be expressed as

$$
D J_{t}=/ /_{0, t}^{E} \mathrm{~d}\left(/ /_{0, t}^{E-1} J\right)
$$

where $\mathrm{d}\left(/ /_{0, t}^{E-1} J\right)$ is again the usual Itô differential of the $E_{X_{0}}$-valued semimartingale $\left(/ /{ }_{0, t}^{E}\right)^{-1} J$. In local coordinates, writing the covariant derivatives $\nabla$ on $E$, respectively $\nabla$ on $M$, as $\mathrm{d}+A$ and $\mathrm{d}+\Gamma$ where $A$ and $\Gamma$ are 1 -forms taking values in $\operatorname{End}(E)$, respectively $\operatorname{End}(T M)$, the following general formula for $(D J)^{\alpha}$ holds (see [3]):

$$
\begin{equation*}
(D J)^{\alpha}=\mathrm{d} J^{\alpha}+A^{\alpha}\left(\mathrm{d}_{\mathrm{It} \hat{0}}^{\nabla} X, J\right)+A^{\alpha}(\mathrm{d} X, \mathrm{~d} J)+\frac{1}{2}\left(\mathrm{~d} A^{\alpha}(\mathrm{d} X, \mathrm{~d} X, J)+A^{\alpha}(\mathrm{d} X, A(\mathrm{~d} X, J))-A^{\alpha}(\Gamma(\mathrm{d} X, \mathrm{~d} X), J)\right) \tag{1.6}
\end{equation*}
$$

Let $(J(a))_{a \in I}$ be a family of semimartingales in $E$ indexed by an open interval $I$ in $\mathbb{R}$ about 0 , which is $C^{1}$ in $a$ with respect to the topology of semimartingales (see [1]). We denote by $\nabla_{a} J$ the covariant derivative of $J$ with respect to $a$. In the sequel let $\nabla_{0}=\left.\nabla_{a}\right|_{a=0}, \partial_{0}=\left.\partial_{a}\right|_{a=0}$; finally, $R^{\nabla}$ denotes the curvature tensor associated to $\nabla$. The following formula has been proved in [3] Theorem 4.5:

Theorem 1.2. The Itô covariant derivative of $\nabla_{0} J$ is given by the formula

$$
D \nabla_{0} J=\nabla_{0} D J+R^{\nabla}\left(\mathrm{d}_{\mathrm{Ito}}^{\nabla} X, \partial_{0} X\right) J+R^{\nabla}\left(\mathrm{d} X, \partial_{0} X\right) D J-\frac{1}{2} \nabla R^{\nabla}\left(\mathrm{d} X, \partial_{0} X, \mathrm{~d} X\right) J-\frac{1}{2} R^{\nabla}\left(D \partial_{0} X, \mathrm{~d} X\right) J .
$$

## 2. A martingale description of the Yang-Mills heat equation

Let $M$ be a Brownian complete Riemannian manifold endowed with the Levi-Civita connection $\nabla$. Fix $T>0$ and $I=[0, T[$. Let $\pi: E \rightarrow M$ be a vector bundle with a metric preserved under a smooth family of covariant derivatives $\nabla(t), t \in I$. Let $\tilde{\pi}: \widetilde{E} \rightarrow I \times M$ be the vector bundle over $I \times M$ with fiber $\widetilde{E}_{(t, x)}=E_{x}$. The family $\nabla(t), t \in I$, induces canonically a covariant derivative $\widetilde{\nabla}$ on $\widetilde{E}$ as follows: if $t \mapsto u(t)$ is a smooth path in $\widetilde{E}$ with projection $t \mapsto(f(t), x(t))$ in $I \times M$, then

$$
\begin{equation*}
\left(\widetilde{\nabla}_{D} u\right)(t)=\left(\nabla_{D}(f(t)) u\right)(t) \tag{2.1}
\end{equation*}
$$

It is easy to prove that $\widetilde{\nabla}$ is compatible with the metric in $\widetilde{E}$ inherited from the metric in $E$.
Let $X$ be a Brownian motion on $M$ starting from $x$, and denote by $/ /_{0, \text {, }}$ the parallel translation along $X$. For $a \in \mathbb{R}$ close to 0 and $u \in T_{x} M$, we define a perturbation of the Brownian paths as follows:

$$
\begin{equation*}
X_{S}(a, u)=\exp _{X_{s}}\left(a \sqrt{s} / /_{0, s} u\right) \tag{2.2}
\end{equation*}
$$

The factor $\sqrt{s}$ in Eq. (2.2) is justified by the scaling property explained in the following remark.
Remark 2.1. Let $M$ be the Euclidean space $\mathbb{R}^{m}, x=0$ and $c>0$. The rescaled perturbed Brownian motion $\left(c X_{S}(a, u)\right)_{s} \geqslant 0$ has the same law as $\left(X_{c^{2} s}(a, u)\right)_{s \geqslant 0}$. For a general manifold $M$, suppose that $X$ solves an Itô equation of the type

$$
\mathrm{d}_{\mathrm{It} \hat{o}}^{\nabla} X=A(X) \mathrm{d} B, \quad X_{0} \equiv x \in M
$$

where $A \in \Gamma\left(\mathbb{R}^{m} \otimes T M\right)$ is such that $A(x) A(x)^{*}=\operatorname{id}_{T_{x} M}$ for all $x \in M$. Here $B$ denotes an $\mathbb{R}^{m}$-valued Brownian motion ( $m$ is not necessarily equal to $\operatorname{dim} M$ ). Defining the rescaled Brownian motion $X^{c}$ by

$$
\mathrm{d}_{\mathrm{It} \hat{0}}^{\nabla} X^{c}=c A\left(X^{c}\right) \mathrm{d} B, \quad X_{0}^{c} \equiv x
$$

and the rescaled perturbed Brownian motion by $X_{s}^{c}(a, u)=\exp _{X_{s}^{c}}\left(c \sqrt{s} / /_{0, s}^{c} a u\right)$ with $/ /_{0, s}^{c}$ denoting parallel transport in $T M$ along $X_{s}^{c}$, we have again a scaling property in the sense that $\left(X_{s}^{c}(a, u)\right)_{s \geqslant 0}$ and $\left(X_{c^{2} s}(a, u)\right)_{s \geqslant 0}$ are equal in law.

Now fix $0<r<T$. The parallel transport in $\widetilde{E}$ along $\left.\left(T-\underset{\sim}{s}, X_{S}(a, u)\right), s \in \underset{\sim}{[r}, T\right]$, will be denoted $\widetilde{W}_{r, s}^{(T, x)}(a, u)$, or simply $\widetilde{W}_{r, s}(a, u)$. By definition, $\widetilde{W}_{r, s}(a, u)$ takes its values in $\operatorname{Hom}\left(\widetilde{E}_{\left(T-r, X_{r}(a, u)\right)}, \widetilde{E}_{\left(T-s, X_{s}(a, u)\right)}\right)$ and is determined by

$$
\widetilde{D} \widetilde{W}_{r, s}(a, u)=0 \quad \text { and } \quad \widetilde{W}_{r, r}(a, u)=\operatorname{id}_{E_{X_{r}}}
$$

where $\widetilde{D}$ is the covariant derivative in $s$ with respect to $\widetilde{\nabla}$. Let $U_{r, s}^{(T, x)}(a, u)$, or simply $U_{r, s}(a, u)$, denote the $\operatorname{Hom}\left(E_{X_{r}(a, u)}\right.$, $\left.E_{X_{s}(a, u)}\right)$-valued process given by $\widetilde{W}_{r, s}(a, u)$. Then

$$
\begin{equation*}
D(T-s) U_{r, s}(a, u):=\widetilde{D} \widetilde{W}_{r, s}(a, u)=0 \quad \text { and } \quad U_{r, r}(a, u)=\operatorname{id}_{E_{X_{r}(a, u)}} \tag{2.3}
\end{equation*}
$$

where $D(t-s)$ is the covariant derivative in $s$ with respect to $\nabla^{E}(t-s)$ (in local coordinates $D(T-s) J_{s}^{\alpha}$ is given by Eq. (1.6) with $A^{\alpha}$ replaced by $A^{\alpha}(T-s)$ ). Then, almost surely, $U_{r, s}(a, u)$ is an isometry for all $s, a, u$.

We write $U_{r, s}$ or $U_{r, s}(a)$ for $U_{r, s}(a, u) \equiv U_{r, s}^{(T, x)}(a, u)$. Given a $C^{1}$ path $a \mapsto v(a)$ in $E$, let $\nabla_{a}(t) v$ be the $\nabla(t)$-covariant derivative of $v$ and $\nabla_{0}(t) v=\left.\nabla_{a}(t)\right|_{a=0} v$. We define the $\nabla$-covariant derivative $\nabla_{0} U_{r, s}$ of $U_{r, s}$ with respect to $a$, at $a=0$, as follows: if $(v(a))=(v(\omega, a))$ is an $\mathcal{F}_{r}$-measurable random variable taking values in the $C^{1}$ paths in $E$ which project to $a \mapsto X_{r}(a, u)$, then

$$
\begin{equation*}
\left(\nabla_{0} U_{r, s}\right) v(0):=\nabla_{0}(T-s)\left(U_{r, s} v\right)-U_{r, s}(0)\left(\nabla_{0}(T-r) v\right) \tag{2.4}
\end{equation*}
$$

In other words, letting $\tilde{v}(0)$ be the element $v(0)$ in $\widetilde{E}_{\left(T-r, X_{r}\right)}$, we have

$$
\left(\nabla_{0} U_{r, s}\right) v(0)=\left(\widetilde{\nabla}_{0} \widetilde{W}_{r, s}\right) \tilde{v}(0)
$$

where $\widetilde{\nabla}_{0} \widetilde{W}_{r, s}$ takes its values in $\operatorname{Hom}\left(\widetilde{E}_{\left(T-r, X_{r}\right)}, \widetilde{E}_{\left(T-s, X_{s}\right)}\right)$ and is the covariant derivative of $a \mapsto \widetilde{W}_{r, s}(a, u)$ at $a=0$ with respect to the canonical connection $\widetilde{\nabla}(\widetilde{E})^{*} \otimes \widetilde{E}$ in $\widetilde{E}^{*} \otimes \widetilde{E}$ induced by $\widetilde{\nabla}$.

Lemma 2.2. Let $0<r<T$. The covariant derivative $D(T-s) \nabla_{0} U_{r, s}$ is equal to

$$
\begin{equation*}
R^{\nabla}\left(\mathrm{d}_{\mathrm{It} \hat{o}}^{\nabla} X_{s}, \sqrt{s} / /_{0, s} \cdot\right) U_{r, s}-\left(\frac{1}{2}\left(\mathrm{~d}^{\nabla}\right)^{*} R^{\nabla}\left(\sqrt{s} / /_{0, s} \cdot\right) U_{r, s}+\partial_{t} \nabla\left(\sqrt{s} / /_{0, s} \cdot, U_{r, s}\right)\right) \mathrm{d} s \tag{2.5}
\end{equation*}
$$

where $R^{\nabla},\left(\mathrm{d}^{\nabla}\right)^{*} R^{\nabla}$ and $\partial_{t} \nabla$ are taken at time $T-s$.
The drift of $U_{r, s}^{-1} \nabla_{0} U_{r, s}$ is equal to

$$
\begin{equation*}
-\int_{r}\left(\frac{1}{2} U_{r, s}^{-1}\left(\mathrm{~d}^{\nabla(T-s)}\right)^{*} R^{\nabla(T-s)}\left(/ /_{0, s} \cdot\right) U_{r, s}+U_{r, s}^{-1} \partial_{t} \nabla(T-s)\left(/ / /_{0, s}, U_{r, s}\right)\right) \sqrt{s} \mathrm{~d} s . \tag{2.6}
\end{equation*}
$$

The Riemannian quadratic variation $S_{r, s}=S_{r, s}^{(T, x)}$ of the process $U_{r, s}^{-1} \nabla_{0} U_{r, s}$ with values in $\operatorname{Hom}\left(T_{X_{0}} M\right.$, End $\left.\left(E_{X_{r}}\right)\right)$ satisfies

$$
\begin{equation*}
S_{r, s}=\int_{r}^{s} 2 \rho\left\|R^{\nabla(T-\rho)}\left(X_{\rho}\right)\right\|^{2} \mathrm{~d} \rho \tag{2.7}
\end{equation*}
$$

Proof. Using $D(T-s) \nabla_{0} U_{r, s}=\widetilde{D} \widetilde{\nabla}_{0} \widetilde{W}_{r, s}$ and applying Theorem 1.2 , along with the fact that $\widetilde{D} \widetilde{W}_{r, s}=0, D \partial_{0} X_{s}=$ $(1 /(2 \sqrt{s})) / /_{0, s} \mathrm{~d} s$ (here $\partial_{0}$ stands for $\left.\partial_{a}\right|_{a=0}$ ) which gives $D \partial_{0} X_{s} \wedge \mathrm{~d} X_{s}=0$, we arrive at

$$
\widetilde{D} \widetilde{\nabla}_{0} \tilde{W}_{r, s}=R^{\widetilde{\nabla}}\left(\left(-\mathrm{d} s, \mathrm{~d}_{\mathrm{Ito}}^{\nabla} X_{s}\right),\left(0, \sqrt{s} / /_{0, s} \cdot\right)\right) \tilde{W}_{r, s}-\frac{1}{2} \widetilde{\nabla} R^{\widetilde{\nabla}}\left(\left(-\mathrm{d} s, \mathrm{~d} X_{s}\right),\left(0, \sqrt{s} / /_{0, s}\right),\left(-\mathrm{d} s, \mathrm{~d} X_{s}\right)\right) \tilde{W}_{r, s}
$$

One then easily verifies that

$$
R^{\widetilde{\nabla}}\left(\left(-\mathrm{d} s, \mathrm{~d}_{\mathrm{It} \hat{o}}^{\nabla} X_{S}\right),\left(0, \sqrt{s} / / 0_{0, s}\right)\right) \tilde{W}_{r, s}=R^{\nabla(T-s)}\left(\mathrm{d}_{\mathrm{It} \hat{\varrho}}^{\nabla} X_{s}, \sqrt{s} / /_{0, s}\right) U_{r, s}-\partial_{t} \nabla(T-s)\left(\sqrt{s} / /_{0, s}, U_{r, s}\right) \mathrm{d} s
$$

and

$$
\widetilde{\nabla} R^{\widetilde{\nabla}}\left(\left(-\mathrm{d} s, \mathrm{~d} X_{s}\right),\left(0, \sqrt{s} / / 0_{0, s}\right),\left(-\mathrm{d} s, \mathrm{~d} X_{s}\right)\right) \tilde{W}_{r, s}=\left(\mathrm{d}^{\nabla}\right)^{*} R^{\nabla(T-s)}\left(\sqrt{s} / /_{0, s} \cdot\right) U_{r, s}
$$

which gives (2.5). Formulas (2.6) and (2.7) are then direct consequences of (2.5), taking into account that $U_{r, s}^{-1} \nabla_{0} U_{r, s}=$ $\widetilde{W}_{r, s}^{-1} \widetilde{\nabla}_{0} \widetilde{W}_{r, s}$. To establish Eq. (2.7) we use in addition the fact that both $U_{r, s}$ and $/ / 0, s$ are isometries.

An immediate consequence of Lemma 2.2 is the following proposition. As above let $U_{r, s}=U_{r, s}^{(T, x)}$. Again $\nabla_{0} U_{r, s}$ denotes the $\nabla$-covariant derivative of $U_{r, s}$ with respect to the parameter $a$ at $a=0$ (compare with [6] Theorem 4.4 where a criterion for a fixed covariant derivative to be Yang-Mills is given).

Proposition 2.3. Let $x \in M, T>0$ and $I=\left[0, T\left[\right.\right.$. Let $(\nabla(t))_{t \in I}$ be a smooth family of connections in $E$. The following two statements are equivalent:
(i) $\nabla(t)$ is a solution to the heat equation on $I \times M$,

$$
\begin{equation*}
\partial_{t} \nabla=-\frac{1}{2}\left(\mathrm{~d}^{\nabla}\right)^{*} R^{\nabla} \tag{2.8}
\end{equation*}
$$

(ii) $\left(\left(U_{r, s}\right)^{-1} \nabla_{0} U_{r, s}\right)_{s \in[r, T]}$ is a local martingale for every $\left.r \in\right] 0, T[$.

Proof. If $\nabla(t)$ satisfies Eq. (2.8) then the expression in (2.6) clearly vanishes, hence, (i) implies (ii). To prove the other direction, assume that (ii) holds and fix $r \in] 0, T\left[\right.$. Since $\left(\left(U_{r, s}^{(T, x)}\right)^{-1} \nabla_{0} U_{r, s}^{(T, x)}\right)_{s \in[r, T]}$ is a local martingale, the expression (2.6) vanishes, and, hence, by continuity of the integrand in (2.6), almost surely for every $s \in[r, T]$,

$$
U_{r, s}^{-1} \partial_{t} \nabla(T-s)\left(/ / 0_{, s}, U_{r, s}\right)=-\frac{1}{2} U_{r, s}^{-1}\left(\mathrm{~d}^{\nabla(T-s)}\right)^{*} R^{\nabla(T-s)}\left(/ / 0_{0, s} \cdot\right) U_{r, s}
$$

Taking $s=r$, along with the fact that $X_{r}$ has a positive density in $M$ and the continuity of $\partial_{t} \nabla(T-r)$ and $\left(\mathrm{d}^{\nabla(T-r)}\right)^{*} R^{\nabla(T-r)}$, we get

$$
\left(\partial_{t} \nabla(T-r)\right)=-\frac{1}{2}\left(\left(\mathrm{~d}^{\nabla(T-r)}\right)^{*} R^{\nabla(T-r)}\right)
$$

This holds true for all $r \in] 0, T[$, and, hence, for all $r \in] 0, T]$ by continuity. Thus (i) is verified and the proof is complete.

Remark 2.4. (1) Let $W_{S}(t)=W_{S}(a, t, u)$ be the parallel translation in $E$ along the semimartingale $X_{S}(a, u)$, with respect to a fixed covariant derivative $\nabla(t)$. For $0<r<T$ let

$$
W_{r, s}(t)=W_{s}(t)\left(W_{r}(t)\right)^{-1}
$$

One can prove that

$$
\begin{equation*}
U_{r, s}=W_{r, s}(T-s) \mathcal{E}^{R}\left(\int_{r}^{\dot{m}} W_{r, \rho}^{-1}(T-\rho) \partial_{t} W(T-\rho) \mathrm{d} \rho\right)_{s} \tag{2.9}
\end{equation*}
$$

where $\mathcal{E}^{R}$ is the right stochastic exponential in $\operatorname{Gl}\left(E_{X_{r}}\right)$. Recall that given a semimartingale $\left(Y_{s}\right)_{s \geqslant r}$ with values in $\mathfrak{g l}\left(E_{X_{r}}\right)$, then $\mathcal{E}^{R}(Y)$ is the solution to

$$
\delta Z_{s}=\delta Y_{s} \cdot Z_{S}, \quad Z_{r}=\operatorname{id}_{E_{X_{r}}}
$$

An alternative, but less simple proof of Lemma 2.2 without introducing $\widetilde{E}$ would have been possible by taking Eq. (2.9) as definition.
(2) Yang-Mills connections have been characterized in terms of the holonomy along Brownian loops or Brownian bridges in [4,7,22]. Here we characterize solutions to the Yang-Mills heat equation by the fact that $\left(U_{r, s}^{(T, x)}\right)^{-1} \nabla_{0} U_{r, s}^{(T, x)}$ is a martingale. This may be considered as an infinitesimal holonomy characterization, since our martingale is the derivative with respect to $a$ at $a=0$ of the holonomy around the following loop: we start at $X_{r}$ to go to $X_{r}(a, u)$ along the minimizing geodesic, from there we go to $X_{S}(a, u)$ along the path of $X(a, u)$, then to $X_{S}$ along the minimizing geodesic, and finally back to $X_{r}$ via the backwards path of $X$. Denoting for fixed $t \in] 0, T]$ by $\tau_{t}^{(T, x)}(a, u)$ the parallel transport with respect to the connection $\nabla(T-t)$ from $E_{X_{t}}$ to $E_{X_{t}}(a, u)$ along the minimizing geodesic, then we have

$$
\begin{equation*}
\left(U_{r, s}^{(T, x)}\right)^{-1} \nabla_{0} U_{r, s}^{(T, x)}=\left.\frac{\mathrm{d}}{\mathrm{~d} a}\right|_{a=0}\left(\left(U_{r, s}^{(T, x)}\right)^{-1}\left(\tau_{s}^{(T, x)}(a, u)\right)^{-1} U_{r, s}^{(T, x)}(a, u) \tau_{r}^{(T, x)}(a, u)\right) \tag{2.10}
\end{equation*}
$$

To finish this section we give a mean value formula for solutions to the Yang-Mills heat equation. Again $\nabla_{0}(T-s)$ stands for $\left.\nabla_{a}(T-s)\right|_{a=0}$.

Corollary 2.5. Let $\nabla$ be a solution to the Yang-Mills heat equation (2.8) on $I \times M$ and let $0<r<s \leqslant T$. For every $\mathcal{F}_{r}$ measurable path $a \mapsto v(a)$ in $E_{X_{r}(a, u)}$ which is a.s. $C^{1}$ in a (for instance, $v(a)=e_{X_{r}(a, u)}$ where e is a $C^{1}$ section of $E$ ), we have

$$
\begin{equation*}
\nabla_{0}(T-r) v=\mathbb{E}\left[U_{r, s}^{-1} \nabla_{0}(T-s)\left(U_{r, s} v\right) \mid \mathcal{F}_{r}\right] \tag{2.11}
\end{equation*}
$$

Proof. By definition, we have for $s \in[r, T]$,

$$
U_{r, s}^{-1} \nabla_{0}(T-s)\left(U_{r, s} v\right)=U_{r, s}^{-1}\left(\nabla_{0} U_{r, s}\right) v+\nabla_{0}(T-r) v
$$

By Proposition 2.3 and Lemma 2.2, the right-hand side is a square integrable martingale in $s$ which takes the value $\nabla_{0}(T-r) v$ at time $s=r$. This gives the claim.

## 3. Monotonicity properties related to variations of stochastic parallel transport

In this section, $M$ is either a compact Riemannian manifold, or $M=\mathbb{R}^{m}(m \geqslant 1)$. We consider solutions $\nabla(t)$ to

$$
\begin{equation*}
\partial_{t} \nabla=-\frac{1}{2}\left(\mathrm{~d}^{\nabla}\right)^{*} R^{\nabla} \tag{3.1}
\end{equation*}
$$

on $I \times M$ where $I=[0, T$ [ for some $T>0$. Keeping $0<r<T$ fixed, we are interested in monotonicity properties of the quadratic variation $\left(S_{r, s}\right)_{s \in[r, T]}$ to the local martingale $\left(U_{r, s}^{-1} \nabla_{0} U_{r, s}\right)_{s \in[r, T]}$ as defined in Section 2. More precisely, letting $0<\beta<1$ and

$$
\left.\left.\Phi_{\beta}^{(T, x)}:\right] 0, T\right] \rightarrow \mathbb{R}, \quad s \mapsto \mathbb{E}\left[\int_{\beta s}^{s} \rho\left\|R^{\nabla(T-\rho)}\left(X_{\rho}\right)\right\|^{2} \mathrm{~d} \rho\right]=\frac{1}{2} \mathbb{E}\left[S_{\beta s, s}^{(T, x)}\right]
$$

we look for conditions on $M$ which insure that $\Phi_{\beta}^{(T, x)}$ is non-decreasing, or more generally, that there exists a constant $C>0$ depending only on $M$ such that for all $0<s_{1}<s_{2}<T$,

$$
\begin{equation*}
\Phi_{\beta}^{(T, x)}\left(s_{1}\right) \leqslant C\left(\Phi_{\beta}^{(T, x)}\left(s_{2}\right)+\left(s_{2}-s_{1}\right) \mathrm{YM}(\nabla(0))\right) \tag{3.2}
\end{equation*}
$$

For $0<s<T$ let

$$
\varphi^{(T, x)}(s)=\mathbb{E}\left[\left\|R^{\nabla(T-s)}\left(X_{S}\right)\right\|^{2}\right]
$$

We then have $\Phi_{\beta}^{(T, x)}(s)=\int_{\beta s}^{s} r \varphi^{(T, x)}(r) \mathrm{d} r$. For simplicity, write $\Phi_{\beta}=\Phi_{\beta}^{(T, x)}$ and $\varphi=\varphi^{(T, x)}$ in the sequel.
Remark 3.1. Let $0<c \leqslant 1$. Along the rescaled perturbed Brownian motion $X_{s}^{c}(a, u)$, introduced in Remark 2.1, we define a transport $U_{r, s}^{c}(a, u)$ by the equation

$$
\begin{equation*}
D\left(T-c^{2} s\right) U_{r, s}^{c}(a, u)=0, \quad U_{r, r}^{c}(a, u)=\operatorname{id}_{E_{X_{r}^{c}(a, u)}} \tag{3.3}
\end{equation*}
$$

Denoting by $S_{r, s}^{c}$ the Riemannian quadratic variation of $\left(U_{r, s}^{c}\right)^{-1} \nabla_{0}^{c} U_{r, s}^{c}\left(\right.$ where $\left.\nabla^{c}(T-t)=\nabla\left(T-c^{2} t\right)\right)$ and $\Phi_{\beta}(c, s)=$ $(1 / 2) \mathbb{E}\left[S_{\beta s, s}^{c}\right]$, one easily verifies the relation

$$
\Phi_{\beta}(c, s)=\Phi_{\beta}\left(c^{2} s\right)
$$

As a consequence, all monotonicity results for $s \mapsto \Phi_{\beta}(s)$ can be interpreted in terms of $c \mapsto \Phi_{\beta}(c, s)$, for a fixed $s$.
Lemma 3.2. Let $t \in] 0, T[$ be fixed. The following two statements are equivalent:
(i) for each $\beta \in] 0,1\left[\right.$, the function $s \mapsto \Phi_{\beta}(s)$ is non-decreasing on $\left.] 0, t\right]$;
(ii) the function $s \mapsto s^{2} \varphi(s)$ is non-decreasing on $\left.] 0, t\right]$.

Proof. We follow the proof of Lemma 9.2 in [27]. If (i) is satisfied, then $s \Phi_{\beta}^{\prime}(s) \geqslant 0$ for all $0<\beta<1$ and $0<s<t$, which yields

$$
s^{2} \varphi(s)-\beta^{2} s^{2} \varphi(\beta s) \geqslant 0
$$

This gives (ii). Conversely, assuming that (ii) is satisfied, let $0<s_{1}<s_{2}<t$ and $\lambda:=s_{2} / s_{1}>1$. Then

$$
\begin{equation*}
\Phi_{\beta}\left(s_{1}\right)=\int_{\beta s_{1}}^{s_{1}} r_{1} \varphi\left(r_{1}\right) \mathrm{d} r_{1}=\int_{\beta s_{2}}^{s_{2}} \frac{1}{r_{2}} \frac{r_{2}^{2}}{\lambda^{2}} \varphi\left(\frac{r_{2}}{\lambda}\right) \mathrm{d} r_{2} \leqslant \int_{\beta s_{2}}^{s_{2}} r_{2} \varphi\left(r_{2}\right) \mathrm{d} r_{2}=\Phi_{\beta}\left(s_{2}\right) \tag{3.4}
\end{equation*}
$$

where (ii) has been used for the inequality in (3.4). This achieves the proof.
Lemma 3.2 brings us to the study of the function

$$
\begin{equation*}
\left.\phi^{(T, x)}=\phi:\right] 0, T\left[\rightarrow \mathbb{R}, \quad s \mapsto s^{2} \varphi(s)\right. \tag{3.5}
\end{equation*}
$$

For $s \in] 0, T\left[\right.$ let $g_{s}$ be the density at time $s$ of Brownian motion $X$ started at $x$. Thus

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s} g_{s}=\frac{1}{2} \Delta g_{s}=-\frac{1}{2} \mathrm{~d}^{*} \mathrm{~d} g_{s} \tag{3.6}
\end{equation*}
$$

We shall adopt the following assumption.
Assumption 3.3. For every $b \in] 0, T\left[,\left\|R^{\nabla}\right\|,\left\|\nabla R^{\nabla}\right\|\right.$ and $\left\|\nabla \nabla R^{\nabla}\right\|$ are in $L^{2}(M)$, where $\nabla=\nabla(b)$ denotes the covariant derivative at $b$ on $E$, respectively the induced covariant derivative on $\bigwedge^{2} T^{*} M \otimes E$ and $T^{*} M \otimes \bigwedge^{2} T^{*} M \otimes E$.

Note that Assumption 3.3 is automatically satisfied if $M$ is compact. As in the proof of Theorem 9.1 in [27], but with an additional term coming from the curvature of $M$, the following monotonicity formula holds.

Proposition 3.4. Let Assumption 3.3 be satisfied. For any $s \in] 0, T[$, we have

$$
\begin{align*}
\phi^{\prime}(s)= & s^{2} \int_{M}\left\|\left(\mathrm{~d}^{\nabla(T-s)}\right)^{*} R^{\nabla(T-s)}-l_{\operatorname{grad} \log g_{s}} R^{\nabla(T-s)}\right\|^{2} g_{s} \mathrm{~d} x \\
& +2 s \int_{M}\left\langle R^{\nabla(T-s)}, R^{\nabla(T-s)}+s R^{\nabla(T-s)} \circ\left(\nabla\left(\operatorname{grad} \log g_{s}\right) \odot \mathrm{id}\right)\right\rangle g_{s} \mathrm{~d} x, \tag{3.7}
\end{align*}
$$

where

$$
\left(\nabla\left(\operatorname{grad} \log g_{s}\right) \odot \mathrm{id}\right)(u \wedge v)=\frac{1}{2}\left(\nabla_{u}\left(\operatorname{grad} \log g_{s}\right) \wedge v+u \wedge \nabla_{v}\left(\operatorname{grad} \log g_{s}\right)\right)
$$

Proof. We shall make use of the integration by parts formula, Eq. (1.5), at different stages of the proof. In these cases Assumption 3.3 will imply Assumption 1.1.

First, we are going to compute $\varphi^{\prime}(s)$. For the sake of brevity, we write $R^{\nabla}$ for $R^{\nabla(T-s)}, \nabla$ for $\nabla(T-s), \mathrm{d}^{\nabla}$ for $\mathrm{d}^{\nabla(T-s)}$, and $\left(\mathrm{d}^{\nabla}\right)^{*}$ for $\left(\mathrm{d}^{\nabla(T-s)}\right)^{*}$. It then follows from $R^{\nabla}=\mathrm{d}^{\nabla} \circ \nabla$ and Eq. (3.1) that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s} R^{\nabla}=\mathrm{d}^{\nabla} \frac{\mathrm{d}}{\mathrm{~d} s} \nabla=-\frac{1}{2} \mathrm{~d}^{\nabla}\left(\mathrm{d}^{\nabla}\right)^{*} R^{\nabla} \tag{3.8}
\end{equation*}
$$

see, e.g., [26], formula (10). Now since

$$
\varphi(s)=\int_{M}\left\|R^{\nabla}\right\|^{2} g_{s} \mathrm{~d} x
$$

we have

$$
\begin{equation*}
\varphi^{\prime}(s)=2 \int_{M}\left\langle\frac{\mathrm{~d}}{\mathrm{~d} s} R^{\nabla}, R^{\nabla}\right\rangle g_{s} \mathrm{~d} x+\int_{M}\left\langle R^{\nabla}, R^{\nabla}\right\rangle \frac{\mathrm{d}}{\mathrm{~d} s} g_{s} \mathrm{~d} x . \tag{3.9}
\end{equation*}
$$

By the respective heat equations (3.8) and (3.6), this equals

$$
\begin{equation*}
\int_{M}\left\langle\mathrm{~d}^{\nabla}\left(\mathrm{d}^{\nabla}\right)^{*} R^{\nabla}, R^{\nabla} g_{s}\right\rangle \mathrm{d} x-\frac{1}{2} \int_{M}\left\langle R^{\nabla}, R^{\nabla}\right\rangle \mathrm{d}^{*} \mathrm{~d} g_{s} \mathrm{~d} x \tag{3.10}
\end{equation*}
$$

and, by applying Eq. (1.5), we get

$$
\begin{equation*}
\int_{M}\left\langle\left(\mathrm{~d}^{\nabla}\right)^{*} R^{\nabla},\left(\mathrm{d}^{\nabla}\right)^{*}\left(R^{\nabla} g_{s}\right)\right\rangle \mathrm{d} x-\frac{1}{2} \int_{M}\left(\mathrm{~d}\left(R^{\nabla}, R^{\nabla}\right\rangle, \mathrm{d} g_{s}\right) \mathrm{d} x . \tag{3.11}
\end{equation*}
$$

Taking into account that $\left(\mathrm{d}^{\nabla}\right)^{*}\left(R^{\nabla} g_{s}\right)=\left(\left(\mathrm{d}^{\nabla}\right)^{*} R^{\nabla}\right) g_{s}-\imath_{\operatorname{grad}} g_{s} R^{\nabla}$, expression (3.11) may be written as

$$
\begin{equation*}
\int_{M}\left\langle\left(\mathrm{~d}^{\nabla}\right)^{*} R^{\nabla},\left(\mathrm{d}^{\nabla}\right)^{*} R^{\nabla}\right\rangle g_{s} \mathrm{~d} x-\int_{M}\left\langle\left(\mathrm{~d}^{\nabla}\right)^{*} R^{\nabla}, l_{\operatorname{grad} \log g_{s}} R^{\nabla}\right\rangle g_{s} \mathrm{~d} x-\frac{1}{2} \int_{M}\left(\mathrm{~d}\left\langle R^{\nabla}, R^{\nabla}\right\rangle, \mathrm{d} g_{s}\right) \mathrm{d} x . \tag{3.12}
\end{equation*}
$$

We need to transform the last term. To this end we use

$$
\begin{equation*}
-\frac{1}{2} \int_{M}\left(\mathrm{~d}\left\langle R^{\nabla}, R^{\nabla}\right\rangle, \mathrm{d} g_{s}\right) \mathrm{d} x=-\int_{M}\left(\left\langle\nabla R^{\nabla}, R^{\nabla}\right\rangle, \mathrm{d} g_{s}\right) \mathrm{d} x=-\int_{M}\left\langle\nabla_{\operatorname{grad} \log g_{s}} R^{\nabla}, R^{\nabla}\right\rangle g_{s} \mathrm{~d} x . \tag{3.13}
\end{equation*}
$$

By means of a Bianchi identity, we find the following expression for $\nabla R^{\nabla}$ : for $u, v, w \in \Gamma(T M)$,

$$
\begin{aligned}
\nabla_{u} R^{\nabla}(v, w) & =\nabla_{v} R^{\nabla}(u, w)-\nabla_{w} R^{\nabla}(u, v)=\mathrm{d}^{\nabla}\left(l_{u} R^{\nabla}\right)(v \wedge w)-R^{\nabla}\left(\nabla_{v} u, w\right)+R^{\nabla}\left(\nabla_{w} u, v\right) \\
& =\left(\mathrm{d}^{\nabla}\left(l_{u} R^{\nabla}\right)-2 R^{\nabla} \circ(\nabla u \odot \mathrm{id})\right)(v \wedge w) .
\end{aligned}
$$

With this equality the last expression in Eq. (3.13) becomes

$$
\begin{equation*}
-\int\left\langle\mathrm{d}^{\nabla}\left(l_{\operatorname{grad} \log g_{s}} R^{\nabla}\right), R^{\nabla}\right\rangle g_{s} \mathrm{~d} x+2 \int\left\langle R^{\nabla} \circ\left(\nabla\left(\operatorname{grad} \log g_{s}\right) \odot \mathrm{id}\right), R^{\nabla}\right\rangle g_{s} \mathrm{~d} x \tag{3.14}
\end{equation*}
$$

or with Eq. (1.5),

$$
\begin{equation*}
-\int\left\langle l_{\operatorname{grad} \log g_{s}} R^{\nabla},\left(\mathrm{d}^{\nabla}\right)^{*}\left(R^{\nabla} g_{s}\right)\right\rangle \mathrm{d} x+2 \int\left\langle R^{\nabla} \circ\left(\nabla\left(\operatorname{grad} \log g_{s}\right) \odot \mathrm{id}\right), R^{\nabla}\right\rangle g_{s} \mathrm{~d} x \tag{3.15}
\end{equation*}
$$

Exploiting once more $\left(\mathrm{d}^{\nabla}\right)^{*}\left(R^{\nabla} g\right)=\left(\left(\mathrm{d}^{\nabla}\right)^{*} R^{\nabla}\right) g-l_{\text {grad } g_{s}} R^{\nabla}$, we arrive at

$$
\begin{align*}
& -\int\left\langle l_{\operatorname{grad} \log g_{s}} R^{\nabla},\left(\mathrm{d}^{\nabla}\right)^{*} R^{\nabla}\right\rangle g_{s} \mathrm{~d} x+\int\left\langle l_{\operatorname{grad} \log g_{s}} R^{\nabla}, l_{\text {grad } \log g_{s}} R^{\nabla}\right\rangle g_{s} \mathrm{~d} x \\
& \quad+2 \int\left\langle R^{\nabla} \circ\left(\nabla\left(\operatorname{grad} \log g_{s}\right) \odot \mathrm{id}\right), R^{\nabla}\right\rangle g_{s} \mathrm{~d} x \tag{3.16}
\end{align*}
$$

Finally, combining Eqs. (3.12) and (3.16) gives

$$
\varphi^{\prime}(s)=\int\left\|\left(\mathrm{d}^{\nabla}\right)^{*} R^{\nabla}-\imath_{\operatorname{grad} \log g_{s}} R^{\nabla}\right\|^{2} g_{s} \mathrm{~d} x+2 \int\left\langle R^{\nabla}, R^{\nabla} \circ\left(\nabla\left(\operatorname{grad} \log g_{s}\right) \odot \mathrm{id}\right)\right\rangle g_{s} \mathrm{~d} x
$$

From here the proposition follows upon noting that $\phi^{\prime}(s)=s^{2} \varphi^{\prime}(s)+2 s \varphi(s)$.
In particular, if $M$ is the Euclidean space $\mathbb{R}^{m}$, then $\nabla \operatorname{grad} \log g_{s}=-(1 / s)$ id. As a consequence we have the following corollary:

Corollary 3.5. Let $M=\mathbb{R}^{m}$ be equipped with the standard metric, and assume that Assumption 3.3 is satisfied. For every $0<s<T$ there holds

$$
\begin{equation*}
\phi^{\prime}(s)=s^{2} \int\left\|\left(\mathrm{~d}^{\nabla(T-s)}\right)^{*} R^{\nabla(T-s)}-\imath_{\operatorname{grad} \log g_{s}} R^{\nabla(T-s)}\right\|^{2} g_{s} \mathrm{~d} x \tag{3.17}
\end{equation*}
$$

Consequently, $\phi$ is non-decreasing on $] 0, T\left[\right.$, as well as $\Phi_{\beta}$ for every $\left.\beta \in\right] 0,1[$.
The monotonicity of $\phi$ (and $\Phi_{\beta}$ ) holds in other situations as well. We say that $M$ has parallel Ricci tensor Ric if $\nabla$ Ric $=0$. Similarly to [27] Theorem 9.1 we get the following result which differs from Hamilton's monotonicity formula [13, Theorem C].

Theorem 3.6. Assume that $M$ is a compact manifold with parallel Ricci tensor and non-negative sectional curvatures. Then $\phi$ is non-decreasing on $] 0, T\left[\right.$, as well as $\Phi_{\beta}$ for every $\left.\beta \in\right] 0,1[$.

Proof. This is a consequence of Proposition 3.4 and the inequality

$$
\nabla\left(\operatorname{grad} \log g_{s}\right) \geqslant-\frac{1}{s} \mathrm{id}
$$

which has been obtained by Hamilton [12] under the given assumptions.
For a general compact manifold $M$, a correction term is needed. Again our result differs from [13, Theorem C]. For $0 \leqslant t<T$ let

$$
\begin{equation*}
\mathrm{YM}(t)=\int_{M}\left\|R^{\nabla(t)}\right\|^{2} \mathrm{~d} x \tag{3.18}
\end{equation*}
$$

be the Yang-Mills energy at time $t$. The map $t \mapsto \mathrm{YM}(t)$ is non-increasing (see, e.g., [9]).
Theorem 3.7. Let $M$ be a compact manifold of dimension $m \geqslant 1$. There exist a constant $C>0$ and a positive increasing function $f_{1}$ defined on $\left.] 0,1\right]$ satisfying $\lim _{s \rightarrow 0} f_{1}(s)=0$, both depending only on $M$, such that for any $\left.\beta \in\right] 0,1[$ and all $0<s_{1}<s_{2}<T \wedge 1$, the following inequalities hold:

$$
\begin{align*}
& \phi\left(s_{1}\right) \leqslant \mathrm{e}^{f_{1}\left(s_{2}\right)} \phi\left(s_{2}\right)+C\left(s_{2}-s_{1}\right) \mathrm{YM}(0) \quad \text { and }  \tag{3.19}\\
& \Phi_{\beta}\left(s_{1}\right) \leqslant \mathrm{e}^{f_{1}\left(s_{2}\right)} \Phi_{\beta}\left(s_{2}\right)+C(1-\beta)\left(s_{2}-s_{1}\right) \mathrm{YM}(0) \tag{3.20}
\end{align*}
$$

Other monotonicity formulas have been established in [9,17]. The last reference is closer to our result but in [17] the function $\phi$ is not the same as ours and $M$ is a sphere.

Proof. We first establish Eq. (3.19) in a way similar to Theorem 1.1 in [13]. Let $0<s<T \wedge 1$. From Proposition 3.4 we get

$$
\begin{equation*}
\phi^{\prime}(s) \geqslant 2 s \int_{M}\left\langle R, R+s R \circ\left(\nabla\left(\operatorname{grad} \log g_{s}\right) \odot \mathrm{id}\right)\right\rangle g_{s} \mathrm{~d} x . \tag{3.21}
\end{equation*}
$$

By [12, Theorem 4.3], there exist constants $B \geqslant 1$ and $C_{0}>0$ depending only on $M$ such that

$$
\begin{equation*}
\nabla\left(\operatorname{grad} \log g_{s}\right)+\frac{1}{s} \mathrm{id}+C_{0}\left(1+\log \left(\frac{B}{s^{m / 2} g_{s}}\right)\right) \mathrm{id} \geqslant 0 \tag{3.22}
\end{equation*}
$$

A straightforward calculation ([13, Lemma 1.2]) shows that for $x, y>0$,

$$
x(1+\log (y / x)) \leqslant 1+x \log y
$$

hence, Eq. (3.22) yields

$$
\begin{equation*}
g_{s} \nabla\left(\operatorname{grad} \log g_{s}\right)+g_{s} \frac{1}{s} \mathrm{id} \geqslant-C_{0}\left(1+g_{s} \log \left(\frac{B}{s^{m / 2}}\right)\right) \mathrm{id} \tag{3.23}
\end{equation*}
$$

From this and Eq. (3.21) we get

$$
\begin{equation*}
\phi^{\prime}(s) \geqslant-2 C_{0} s^{2} \mathrm{YM}(T-s)-2 C_{0} \log \left(\frac{B}{s^{m / 2}}\right) \phi(s) . \tag{3.24}
\end{equation*}
$$

The function

$$
f(s):=s\left(\frac{m}{2}+\log \left(\frac{B}{s^{m / 2}}\right)\right)
$$

is positive on the interval $] 0, T \wedge 1\left[\right.$, bounded by a constant $C_{1}$ and has derivative $\log \left(B s^{-m / 2}\right)$. Hence, letting $\alpha(s)=$ $\mathrm{e}^{2 C_{0} f(s)} \phi(s)$, Eq. (3.24) yields

$$
\begin{equation*}
\alpha^{\prime}(s) \geqslant-2 C_{0} s^{2} \mathrm{e}^{2 C_{0} f(s)} \mathrm{YM}(T-s) \geqslant-2 C_{0} \mathrm{e}^{2 C_{0} C_{1}} \mathrm{YM}(0) \tag{3.25}
\end{equation*}
$$

Integrating from $s_{1}$ to $s_{2}$ where $0<s_{1}<s_{2}<T \wedge 1$ yields

$$
\begin{equation*}
\alpha\left(s_{1}\right) \leqslant \alpha\left(s_{2}\right)+2 C_{0} \mathrm{e}^{2 C_{0} C_{1}} \mathrm{YM}(0)\left(s_{2}-s_{1}\right) \tag{3.26}
\end{equation*}
$$

which in turn gives

$$
\begin{equation*}
\phi\left(s_{1}\right) \leqslant \mathrm{e}^{2 C_{0}\left(f\left(s_{2}\right)-f\left(s_{1}\right)\right)} \phi\left(s_{2}\right)+2 C_{0} \mathrm{e}^{-2 C_{0} f\left(s_{1}\right)} \mathrm{e}^{2 C_{0} C_{1}} \mathrm{YM}(0)\left(s_{2}-s_{1}\right) \tag{3.27}
\end{equation*}
$$

Taking $C=\left(2 C_{0} \vee 1\right) \mathrm{e}^{2 C_{0} C_{1}}$ and $f_{1}(s)=2 C_{0} f(s)$, we get Eq. (3.19).
As for Eq. (3.20), we let $\lambda=s_{2} / s_{1}>0$. We then have

$$
\begin{aligned}
\Phi_{\beta}\left(s_{1}\right) & =\int_{\beta s_{1}}^{s_{1}} \frac{\phi\left(r_{1}\right)}{r_{1}} \mathrm{~d} r_{1}=\int_{\beta s_{2}}^{s_{2}} \frac{\phi\left(r_{2} / \lambda\right)}{r_{2}} \mathrm{~d} r_{2} \leqslant \int_{\beta s_{2}}^{s_{2}} \frac{\mathrm{e}^{f_{1}\left(r_{2}\right)} \phi\left(r_{2}\right)+C r_{2}(1-1 / \lambda) \mathrm{YM}(0)}{r_{2}} \mathrm{~d} r_{2} \quad \text { by Eq. (3.19) } \\
& \leqslant \mathrm{e}^{f_{1}\left(s_{2}\right)} \int_{\beta s_{2}}^{s_{2}} \frac{\phi\left(r_{2}\right)}{r_{2}} \mathrm{~d} r_{2}+C(1-1 / \lambda)\left(s_{2}-\beta s_{2}\right) \mathrm{YM}(0)=\mathrm{e}^{f_{1}\left(s_{2}\right)} \int_{\beta s_{2}}^{s_{2}} \frac{\phi\left(r_{2}\right)}{r_{2}} \mathrm{~d} r_{2}+C(1-\beta)\left(s_{2}-s_{1}\right) \mathrm{YM}(0) \\
& =\mathrm{e}^{f_{1}\left(s_{2}\right)} \Phi_{\beta}\left(s_{2}\right)+C(1-\beta)\left(s_{2}-s_{1}\right) \mathrm{YM}(0)
\end{aligned}
$$

which is the desired formula.

By means of formula (3.19) we obtain existence of limits of $\phi$ and $\Phi_{\beta}$ at 0 , as stated in the following proposition.
Proposition 3.8. Let $\nabla$ be a solution to the Yang-Mills heat equation defined on $[0, T[$. Then for any $x \in M$ and $0<\beta<1$, the limits $\lim _{r \rightarrow 0} \phi^{(T, x)}(r), \lim _{r \rightarrow 0} \Phi_{\beta}^{(T, x)}(r)$ exist, and we have

$$
\lim _{r \rightarrow 0} \Phi_{\beta}^{(T, x)}(r)=\log (1 / \beta) \lim _{r \rightarrow 0} \phi^{(T, x)}(r)
$$

Proof. We consider first $\lim _{r \rightarrow 0} \phi^{(T, x)}(r)$. Let $r_{n}$ be a decreasing sequence of positive numbers converging to 0 such that

$$
\lim _{n \rightarrow \infty} \phi^{(T, x)}\left(r_{n}\right)=\liminf _{r \rightarrow 0} \phi^{(T, x)}(r)
$$

Let $n \in \mathbb{N}$ and $0<r<r_{n}$. By formula (3.19),

$$
\phi^{(T, x)}(r) \leqslant \mathrm{e}^{f_{1}\left(r_{n}\right)} \phi^{(T, x)}\left(r_{n}\right)+C\left(r_{n}-r\right) \mathrm{YM}(0)
$$

where $C$ and $f_{1}$ depend only on $M$, and $f_{1}(s)$ converges to 0 as $s$ tends to 0 . This clearly implies

$$
\limsup _{r \rightarrow 0} \phi^{(T, x)}(r)=\lim _{n \rightarrow \infty} \phi^{(T, x)}\left(r_{n}\right)=\liminf _{r \rightarrow 0} \phi^{(T, x)}(r)
$$

so $\lim _{r \rightarrow 0} \phi^{(T, x)}(r)$ exists. From the bounds

$$
\inf _{[\beta r, r]} \phi^{(T, x)} \leqslant \frac{\Phi_{\beta}^{(T, x)}(r)}{\log (1 / \beta)} \leqslant \sup _{[\beta r, r]} \phi^{(T, x)},
$$

we derive the results concerning $\lim _{r \rightarrow 0} \Phi_{\beta}^{(T, x)}(r)$.
In the next proposition we express the limits of $\phi$ and $\Phi_{\beta}$ at 0 in terms of $L^{2}$ norms of the martingales $U_{r, s}^{-1} \nabla_{0} U_{r, s}$.
Proposition 3.9. Let $U_{r, s}=U_{r, s}^{(T, x)}(0, u)$.
(1) If $0<s_{1} \leqslant s_{2} \leqslant s_{3} \leqslant T$ then

$$
\left\|U_{s_{1}, s_{3}}^{-1} \nabla_{0} U_{s_{1}, s_{3}}\right\|_{2}^{2}=\left\|U_{s_{1}, s_{2}}^{-1} \nabla_{0} U_{s_{1}, s_{2}}\right\|_{2}^{2}+\left\|U_{s_{2}, s_{3}}^{-1} \nabla_{0} U_{s_{2}, s_{3}}\right\|_{2}^{2}
$$

(2) We have

$$
\lim _{n \rightarrow \infty} \frac{1}{n}\left\|U_{T / 2^{n}, T}^{-1} \nabla_{0} U_{T / 2^{n}, T}\right\|_{2}^{2}=2 \lim _{r \rightarrow 0} \Phi_{1 / 2}^{(T, x)}(r)
$$

(3) The equality in (2) generalizes to

$$
\lim _{r \rightarrow 0} \frac{1}{\log (T / r)}\left\|U_{r, T}^{-1} \nabla_{0} U_{r, T}\right\|_{2}^{2}=2 \lim _{r \rightarrow 0} \phi^{(T, x)}(r)
$$

Proof. (1) Clearly

$$
U_{s_{1}, s_{3}}^{-1} \nabla_{0} U_{s_{1}, s_{3}}=U_{s_{1}, s_{2}}^{-1} U_{s_{2}, s_{3}}^{-1} \nabla_{0}\left(U_{s_{2}, s_{3}} U_{s_{1}, s_{2}}\right)=U_{s_{1}, s_{2}}^{-1} \nabla_{0} U_{s_{1}, s_{2}}+U_{s_{1}, s_{2}}^{-1}\left(U_{s_{2}, s_{3}}^{-1} \nabla_{0} U_{s_{2}, s_{3}}\right) U_{s_{1}, s_{2}} .
$$

Since $U_{s_{1}, s_{2}}$ is an isometry, in order to prove the equality, we only need to check that

$$
\mathbb{E}\left[\left\langle U_{s_{1}, s_{2}}^{-1} \nabla_{0} U_{s_{1}, s_{2}}, U_{s_{1}, s_{2}}^{-1}\left(U_{s_{2}, s_{3}}^{-1} \nabla_{0} U_{s_{2}, s_{3}}\right) U_{s_{1}, s_{2}}\right\rangle\right]=0
$$

The left-hand side is equal to

$$
\mathbb{E}\left[\mathbb{E}\left[\left\langle U_{s_{1}, s_{2}}^{-1} \nabla_{0} U_{s_{1}, s_{2}}, U_{s_{1}, s_{2}}^{-1}\left(U_{s_{2}, s_{3}}^{-1} \nabla_{0} U_{s_{2}, s_{3}}\right) U_{s_{1}, s_{2}}\right\rangle \mid \mathcal{F}_{s_{2}}\right]\right]
$$

and may be written as

$$
\mathbb{E}\left[\left\langle U_{s_{1}, s_{2}}^{-1} \nabla_{0} U_{s_{1}, s_{2}}, U_{s_{1}, s_{2}}^{-1} \mathbb{E}\left[U_{s_{2}, s_{3}}^{-1} \nabla_{0} U_{s_{2}, s_{3}} \mid \mathcal{F}_{s_{2}}\right] U_{s_{1}, s_{2}}\right\rangle\right] .
$$

But $\mathbb{E}\left[U_{s_{2}, s_{3}}^{-1} \nabla_{0} U_{s_{2}, s_{3}} \mid \mathcal{F}_{s_{2}}\right]=0$ since $s \mapsto U_{s_{2}, s}^{-1} \nabla_{0} U_{s_{2}, s}$ is an $L^{2}$-martingale which vanishes at $s=s_{2}$, and this gives the desired equality.
(2) Let $\Phi_{1 / 2}=\Phi_{1 / 2}^{(T, x)}$. By Lemma 2.2,

$$
\left\|U_{T / 2^{k+1}, T / 2^{k}}^{-1} \nabla_{0} U_{T / 2^{k+1}, T / 2^{k}}\right\|_{2}^{2}=2 \Phi_{1 / 2}\left(T / 2^{k}\right)
$$

for any $k \geqslant 0$. Consequently, we get with (1)

$$
\frac{1}{n}\left\|U_{T / 2^{n}, T}^{-1} \nabla_{0} U_{T / 2^{n}, T}\right\|_{2}^{2}=2 \frac{1}{n} \sum_{k=0}^{n-1} \Phi_{1 / 2}\left(T / 2^{k}\right)
$$

and by Proposition 3.8 the right-hand side converges to $2 \lim _{r \rightarrow 0} \Phi_{1 / 2}(r)$.
(3) Let $0<r \leqslant T$ and let $n \geqslant 0$ satisfy

$$
\frac{T}{2^{n+1}}<r \leqslant \frac{T}{2^{n}}
$$

which is equivalent to

$$
\frac{1}{n+1}<\frac{\log 2}{\log (T / r)} \leqslant \frac{1}{n}
$$

Then (1) implies

$$
\left\|U_{T / 2^{n}, T}^{-1} \nabla_{0} U_{T / 2^{n}, T}\right\|_{2}^{2} \leqslant\left\|U_{r, T}^{-1} \nabla_{0} U_{r, T}\right\|_{2}^{2} \leqslant\left\|U_{T / 2^{n+1}, T}^{-1} \nabla_{0} U_{T / 2^{n+1}, T}\right\|_{2}^{2}
$$

and the result follows by remarking that

$$
\lim _{r \rightarrow 0} \Phi_{1 / 2}^{(T, x)}(r)=(\log 2) \lim _{r \rightarrow 0} \phi^{(T, x)}(r)
$$

## 4. A priori bounds on solutions of the Yang-Mills heat equation

In this section, $M$ is assumed to be compact of dimension $m$ and $I=[0, T[$ where $T>0$. Let $\nabla$ be a solution of the Yang-Mills heat equation defined on $I$, and $R^{\nabla}$ be the corresponding curvature. For $0<t<T$ and $x \in M$ let

$$
e(t, x)=\left\|R^{\nabla(t)}(x)\right\|^{2}
$$

If $X(x)$ denotes a Brownian motion on $M$ started at $x$, we let for $s \in[0, t]$ :

$$
\varphi^{(t, x)}(s)=\mathbb{E}\left[e\left(t-s, X_{S}(x)\right)\right] \quad \text { and } \quad \phi^{(t, x)}(s)=s^{2} \varphi^{(t, x)}(s)
$$

We keep the notation

$$
\mathrm{YM}(t)=\int_{M} e(t, x) \mathrm{d} x
$$

and, for $\sigma \in[0, \sqrt{t}], P(\sigma, t, x)=\left[t-\sigma^{2}, t\right] \times \bar{B}(x, \sigma)$, where $\bar{B}(x, \sigma)$ is the closed geodesic ball with center $x$ and radius $\sigma$. Finally, for $x \in M$ and $\rho>0$, let $\tau(x, \rho)=\inf \left\{s \geqslant 0: X_{S}(x) \notin \bar{B}(x, \rho)\right\}$.

Lemma 4.1. There exists $\alpha_{0}>0$ and $\eta>0$, depending only on $M$, such that for all $x \in M, 0<\rho<1$ and $0<\alpha<\alpha_{0}$,

$$
\begin{equation*}
\mathbb{P}\left\{\tau(x, \rho)<\alpha \rho^{2}\right\} \leqslant \exp \left(-\frac{\eta}{\alpha}\right) \tag{4.1}
\end{equation*}
$$

As a consequence,

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0} \sup _{x \in M} \sup _{\rho \in] 0,1]} \mathbb{P}\left\{\tau(x, \rho)<\alpha \rho^{2}\right\}=0 \tag{4.2}
\end{equation*}
$$

Proof. Denote by $g$ the metric on $M$ and by $d$ the distance associated with $g$. Let $N_{S}(x):=\mathrm{d}^{2}\left(x, X_{S}(x)\right)$. Then

$$
\tau(x, \rho)=\inf \left\{s \geqslant 0, N_{s}(x)>\rho^{2}\right\}
$$

which gives

$$
\left\{\tau(x, \rho)<\alpha \rho^{2}\right\}=\left\{\sup _{s \in\left[0, \alpha \rho^{2}\right]} N_{S}(x)>\rho^{2}\right\} \subset\left\{\sup _{s \in\left[0, \alpha \rho^{2}\right]} N_{S}(x) \geqslant \varepsilon^{2} \rho^{2}\right\}
$$

where $0<\varepsilon<1$ is less than the injectivity radius of $(M, g)$. But $N_{S}(x)$ stopped at the first time when it hits $\rho^{2} \varepsilon^{2}$ satisfies

$$
\mathrm{d} N_{s}(x)=\sigma_{s}(x) \mathrm{d} B_{s}(x)+b_{s}(x) \mathrm{d} s
$$

where $B_{S}(x)$ is a real-valued Brownian motion. Moreover, there exists a constant $C>0$ depending only on $M$ such that $\sigma_{s}^{2}(x) \leqslant C \rho^{2} \varepsilon^{2}$ and $b_{s}(x) \leqslant C$. Since $N_{0}(x)=0$, this implies that for $C \alpha \rho^{2} \leqslant\left(\varepsilon^{2} \rho^{2}\right) / 2$,

$$
\mathbb{P}\left(\left\{\sup _{s \in\left[0, \alpha \rho^{2}\right]} N_{s}(x) \geqslant \varepsilon^{2} \rho^{2}\right\}\right) \leqslant \mathbb{P}\left(\left\{\sup _{s \in\left[0, \alpha \rho^{2}\right]} \int_{0}^{s} \sigma_{r}(x) \mathrm{d} B_{r}(x) \geqslant \varepsilon^{2} \rho^{2} / 2\right\}\right) \leqslant \mathrm{e}^{-\varepsilon^{2} /(8 C \alpha)}
$$

where the last bound comes from Bernstein's inequality (see, e.g., Exercise 3.16, Chapter IV in [21]). This gives the result with $\alpha_{0}=\varepsilon^{2} /(2 C)$ and $\eta=\varepsilon^{2} /(8 C)$.

We continue with a priori $C^{1}$-bounds for solutions $\nabla$ of small energy.
Theorem 4.2. There exist constants $\varepsilon_{0}=\varepsilon_{0}(E)>0$ and $0<\alpha=\alpha(E)<1$, a positive non-increasing function $y \mapsto \varepsilon_{1}(y)=$ $\varepsilon_{1}(E, y)$ defined on $] 0, \infty[$ with values in $\left.] 0,1\right]$, and a positive non-decreasing function $r \mapsto f(r)=f(E, r)$ on $] 0,1[$ such that for any solution $\nabla$ of the Yang-Mills heat equation on $\left[0, T\left[\right.\right.$ the following is true: if $\phi^{(t, x)}(r) \leqslant a \varepsilon_{0}$ for some $(t, x) \in I \times M$, $0<a \leqslant 1$ and some $\left.r \in] 0, \varepsilon_{1}\left(a^{-1} \mathrm{YM}(0)\right) \wedge t\right]$, then

$$
\sup _{P(f(r), t, x)} e \leqslant \frac{2^{4} a}{\alpha^{2} f(r)^{4}}
$$

Note a similar result but for a fixed Yang-Mills connection can be found in [18]. See also [9] for a related formula.
Proof. We follow the proof of Theorem 10.1 in [27]. Let $\left.\left.\left.a \in] 0,1],\left(t_{0}, x_{0}\right) \in I \times M, r_{0} \in\right] 0, t_{0} \wedge 1\right], r_{1} \in\right] 0, r_{0} / 2$ ] (in particular, $\left.r_{1} \leqslant \sqrt{r_{0} / 2}\right)$. We want to prove that for some $\varepsilon_{0}>0$, if $\phi^{\left(t_{0}, x_{0}\right)}\left(r_{0}\right) \leqslant a \varepsilon_{0}$ then

$$
\sup _{P\left(r_{1} / 2, t_{0}, x_{0}\right)} e \leqslant \frac{2^{4} a}{\alpha^{2}\left(r_{1} / 2\right)^{4}},
$$

where the relation between $t_{0}, r_{0}$ and $r_{1}$ has to be determined. Let $\sigma_{0} \in\left[0, r_{1}[\right.$ such that

$$
\left(r_{1}-\sigma_{0}\right)^{4} \sup _{P\left(\sigma_{0}, t_{0}, x_{0}\right)} e=\max _{\sigma \in\left[0, r_{1}\right]}\left(\left(r_{1}-\sigma\right)^{4} \sup _{P\left(\sigma, t_{0}, x_{0}\right)} e\right)
$$

There exists $\left(t^{*}, x^{*}\right) \in P\left(\sigma_{0}, t_{0}, x_{0}\right)$ such that

$$
e_{0}:=\sup _{P\left(\sigma_{0}, t_{0}, x_{0}\right)} e=e\left(t^{*}, x^{*}\right)
$$

For $e_{0}=0, r_{1}=2 f\left(r_{0}\right)$, and any $f$ such that $2 f(r)<\sqrt{r / 2}$ we are done, so for the rest of the proof we assume that $e_{0}>0$. Let $\rho_{0}=(1 / 2)\left(r_{1}-\sigma_{0}\right)$. Then we have $0<\sigma_{0}+\rho_{0}<r_{1}$, and

$$
\begin{equation*}
\sup _{P\left(\rho_{0}, t^{*}, x^{*}\right)} e \leqslant \sup _{P\left(\rho_{0}+\sigma_{0}, t_{0}, x_{0}\right)} e \leqslant\left(r_{1}-\sigma_{0}-\rho_{0}\right)^{-4}\left(r_{1}-\sigma_{0}\right)^{4} e_{0}=16 e_{0} \tag{4.3}
\end{equation*}
$$

On the other hand, there exists $C_{1}=C_{1}(E)>0$ such that

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-\frac{1}{2} \Delta\right) e \leqslant C_{1}\left(1+e^{1 / 2}\right) e \tag{4.4}
\end{equation*}
$$

(see [9, Lemma 2.2]). Define for $s \in\left[0, \rho_{0}^{2}\right]$

$$
Y_{s}=e\left(t^{*}-s, X_{s}\left(x^{*}\right)\right)
$$

Write $\tau=\tau\left(x^{*}, \rho_{0}\right)$. Then, denoting by $\stackrel{m}{=}$ equality up to differentials of local martingales, we have on $\left[0, \tau \wedge \rho_{0}^{2}\right]$,

$$
\mathrm{d} Y_{S} \stackrel{\mathrm{~m}}{=}\left(-\frac{\partial}{\partial t}+\frac{1}{2} \Delta\right) e\left(t^{*}-s, X_{S}\left(x^{*}\right)\right) \mathrm{d} s \geqslant-C_{1}\left(1+Y_{s}^{1 / 2}\right) Y_{S} \mathrm{~d} s \geqslant-C_{1}\left(1+4 \sqrt{e_{0}}\right) Y_{S} \mathrm{~d} s
$$

where the inequalities come from Eqs. (4.4) and (4.3); this implies that

$$
\begin{equation*}
Z_{s}:=\mathrm{e}^{C_{1}\left(1+4 \sqrt{e_{0}}\right) s} Y_{s} \tag{4.5}
\end{equation*}
$$

is a bounded submartingale on $\left[0, \tau \wedge \rho_{0}^{2}\right]$. As a consequence, for every $\left.\left.s \in\right] 0, \rho_{0}^{2}\right]$,

$$
\begin{equation*}
Z_{0} \leqslant \mathbb{E}\left[Z_{s \wedge \tau}\right] \tag{4.6}
\end{equation*}
$$

We want to prove that if $\phi^{\left(t_{0}, x_{0}\right)}\left(r_{0}\right) \leqslant a \varepsilon_{0}$ where $\varepsilon_{0}$ has to be determined, then $\alpha \rho_{0}^{2} \leqslant \sqrt{a / e_{0}}$ for some $\left.\alpha=\alpha(E) \in\right] 0$, $1[$. If

$$
\begin{equation*}
\alpha \rho_{0}^{2}>\sqrt{a / e_{0}} \tag{4.7}
\end{equation*}
$$

then

$$
\begin{aligned}
e_{0}=Z_{0} & \leqslant \mathbb{E}\left[Z_{\left(\sqrt{a / e_{0}}\right) \wedge \tau}\right]=\mathbb{E}\left[Z_{\sqrt{a / e_{0}}} \mathbb{1}_{\left\{\sqrt{a / e_{0}} \leqslant \tau\right\}}\right]+\mathbb{E}\left[Z_{\tau} \mathbb{1}_{\left\{\sqrt{a / e_{0}}>\tau\right\}}\right] \\
& \leqslant \mathrm{e}^{C_{1}\left(1+4 \sqrt{e_{0}}\right) \sqrt{a / e_{0}}} \mathbb{E}\left[Y_{\sqrt{a / e_{0}}}\right]+\mathrm{e}^{C_{1}\left(1+4 / \sqrt{e_{0}}\right) \sqrt{a / e_{0}}} 16 e_{0} \mathbb{P}\left\{\sqrt{a / e_{0}}>\tau\right\} \\
& \leqslant \mathrm{e}^{5 C_{1}} \mathbb{E}\left[Y_{\sqrt{a / e_{0}}}\right]+\mathrm{e}^{5 C_{1}} 16 e_{0} \mathbb{P}\left\{\alpha \rho_{0}^{2}>\tau\right\}=\mathrm{e}^{5 C_{1}} \frac{e_{0}}{a} \phi^{\left(t^{*}, x^{*}\right)}\left(\sqrt{a / e_{0}}\right)+\mathrm{e}^{5 C_{1}} 16 e_{0} \mathbb{P}\left\{\alpha \rho_{0}^{2}>\tau\right\} .
\end{aligned}
$$

According to Lemma 4.1 , one can choose $\alpha=\alpha(E)>0$ such that

$$
\mathrm{e}^{5 C_{1}} 16 \mathbb{P}\left\{\alpha \rho_{0}^{2}>\tau\left(x^{*}, \rho_{0}\right)\right\}<\frac{1}{2}
$$

and we get

$$
\begin{equation*}
\frac{1}{2} e_{0} \leqslant \mathrm{e}^{5 C_{1}} \frac{e_{0}}{a} \phi^{\left(t^{*}, x^{*}\right)}\left(1 / \sqrt{e_{0}}\right) \tag{4.8}
\end{equation*}
$$

Now by the monotonicity formula (3.19), letting $\beta=t_{0}-t^{*} \in\left[0, r_{1}^{2}\left[\right.\right.$ and $C^{\prime}=C \vee \mathrm{e}^{f_{1}(1)}$ where $C$ is the constant appearing in Theorem 3.7, Eq. (4.8) implies

$$
\begin{equation*}
e_{0} \leqslant 2 \mathrm{e}^{5 C_{1}} \frac{e_{0}}{a} C^{\prime}\left(\phi^{\left(t^{*}, x^{*}\right)}\left(r_{0}-\beta\right)+\left(r_{0}-\beta\right) \mathrm{YM}(0)\right) \tag{4.9}
\end{equation*}
$$

Dividing by $e_{0} / a$ and letting $C_{2}=2 \mathrm{e}^{5 C_{1}} C^{\prime}$, we get

$$
\begin{equation*}
a \leqslant C_{2}\left(r_{0}-\beta\right)^{2} \int_{M} e\left(t_{0}-r_{0}, x\right) p\left(r_{0}-\beta, x^{*}, x\right) \mathrm{d} x+C_{2}\left(r_{0}-\beta\right) \mathrm{YM}(0) \tag{4.10}
\end{equation*}
$$

where $p(r, x, y)$ is the density at $y \in M$ at time $r$ of a Brownian motion started at $x$. The function $(r, x, y) \mapsto p(r, x, y)$ is smooth on the compact set $\left[r_{0} / 2,1\right] \times M \times M$. Consequently, since $\beta<r_{1}^{2}<r_{1} \leqslant r_{0} / 2<1$ and $d\left(x^{*}, x_{0}\right) \leqslant r_{1}$, there exists $C_{3}\left(r_{0}\right)>0$ such that

$$
p\left(r_{0}-\beta, x^{*}, x\right) \leqslant p\left(r_{0}, x_{0}, x\right)+C_{3}\left(r_{0}\right) r_{1}
$$

Substituting this in Eq. (4.10) yields

$$
a \leqslant C_{2}\left(r_{0}-\beta\right)^{2} \int_{M} e\left(t_{0}-r_{0}, x\right) p\left(r_{0}, x_{0}, x\right) \mathrm{d} x+C_{3}\left(r_{0}\right) r_{1} C_{2}\left(r_{0}-\beta\right)^{2} \mathrm{YM}\left(t_{0}-r_{0}\right)+C_{2}\left(r_{0}-\beta\right) \mathrm{YM}(0)
$$

which in turn implies (since $t \mapsto \mathrm{YM}(t)$ is non-increasing)

$$
\begin{equation*}
a \leqslant C_{2} \phi^{\left(t_{0}, x_{0}\right)}\left(r_{0}\right)+C_{4}\left(r_{0}\right) r_{1} \mathrm{YM}(0)+C_{2} r_{0} \mathrm{YM}(0) \tag{4.11}
\end{equation*}
$$

where $C_{4}\left(r_{0}\right)=C_{2} C_{3}\left(r_{0}\right) r_{0}^{2}$. Moreover, $r \mapsto C_{4}(r)$ may be chosen decreasing. Let

$$
\varepsilon_{1}(y)=\frac{1}{\left(3 C_{2} y\right) \vee 1}, \quad f(r)=\frac{C_{2} r}{2 C_{4}(r)} \wedge \frac{r}{4}, \quad \varepsilon_{0}=\frac{1}{3 C_{2}}
$$

If $r_{0}<\varepsilon_{1}(\mathrm{YM}(0) / a), r_{1} \leqslant 2 f\left(r_{0}\right)$ and $\phi^{\left(t_{0}, x_{0}\right)}\left(r_{0}\right) \leqslant a \varepsilon_{0}$, then

$$
C_{2} \phi^{\left(t_{0}, x_{0}\right)}\left(r_{0}\right)+C_{4}\left(r_{0}\right) r_{1} \mathrm{YM}(0)+C_{2} r_{0} \mathrm{YM}(0)<a
$$

in contradiction to Eq. (4.11), and, hence, to Eq. (4.7). Thus we must have

$$
\begin{equation*}
e_{0} \leqslant \frac{a}{\alpha^{2} \rho_{0}^{4}}=\frac{2^{4} a}{\alpha^{2}\left(r_{1}-\sigma_{0}\right)^{4}} \tag{4.12}
\end{equation*}
$$

in particular,

$$
\begin{equation*}
\max _{\sigma \in\left[0, r_{1}\right]}\left(\left(r_{1}-\sigma\right)^{4} \sup _{P\left(\sigma, t_{0}, x_{0}\right)} e\right)=\left(r_{1}-\sigma_{0}\right)^{4} e_{0} \leqslant \frac{2^{4} a}{\alpha^{2}} . \tag{4.13}
\end{equation*}
$$

Now letting $\sigma=r_{1} / 2=f\left(r_{0}\right)$ which gives $\left(r_{1}-\sigma\right)^{4}=f\left(r_{0}\right)^{4}$, we get along with Eq. (4.13)

$$
f\left(r_{0}\right)^{4} \sup _{P\left(f\left(r_{0}\right), t_{0}, x_{0}\right)} e \leqslant \frac{2^{4} a}{\alpha^{2}} \quad \text { or } \quad \sup _{P\left(f\left(r_{0}\right), t_{0}, x_{0}\right)} e \leqslant \frac{2^{4} a}{\alpha^{2} f\left(r_{0}\right)^{4}}
$$

which proves the theorem.
An essential tool for the proof of Theorem 4.2 is the monotonicity formula (3.19) which involves $\phi^{(t, x)}(r)$. From a stochastic point of view, the function

$$
\Phi_{\beta}^{(t, x)}(s)=\int_{\beta s}^{s} r \varphi^{(t, x)}(r) \mathrm{d} r \quad(\text { where } 0<\beta<1)
$$

is more appealing since it allows a direct probabilistic interpretation:

$$
\Phi_{\beta}^{(t, x)}(s)=\frac{1}{2} \mathbb{E}\left[S_{\beta s, s}^{(t, x)}\right]
$$

see Lemma 2.2. For this reason we give a variant of Theorem 4.2 in terms of $\Phi_{\beta}^{(t, x)}$.
Theorem 4.3. Let $0<\beta<1$ and let $\varepsilon_{0}, \varepsilon_{1}, f$ be as in Theorem 4.2. For any solution $\nabla$ of the Yang-Mills heat equation defined on $[0, T[$ the following is true: if

$$
\Phi_{\beta}^{(t, x)}(r) \leqslant a \varepsilon_{0} \log (1 / \beta)
$$

for some $a \in] 0,1],(t, x) \in I \times M$ and some $\left.r \in] 0, \varepsilon_{1}\left(a^{-1} \mathrm{YM}(0)\right) \wedge t\right]$, then

$$
\sup _{P(f(\beta r), t, x)} e \leqslant \frac{2^{4} a}{\alpha^{2} f(\beta r)^{4}}
$$

Proof. The equality

$$
\Phi_{\beta}(r)=\int_{\beta r}^{r} \frac{\phi(s)}{s} \mathrm{~d} s
$$

implies

$$
\log (1 / \beta) \inf _{[\beta r, r]} \phi \leqslant \Phi_{\beta}(r)
$$

and we are left to apply Theorem 4.2, along with the fact that $f$ is non-decreasing.
From Theorem 4.2 we get an immediate but useful corollary which gives a similar result, but in terms of $\phi^{(T, x)}$. For $t>0$, $\sigma \in[0, \sqrt{t}]$ let

$$
P^{\prime}(\sigma, t, x)=\left[t-\sigma^{2}, t[\times \bar{B}(x, \sigma)\right.
$$

Corollary 4.4. The notations are the same as in Theorem 4.2. If $\phi^{(T, x)}(r)<a \varepsilon_{0}$ for some $x \in M, 0<a \leqslant 1$ and some $r$ such that $0<r<\varepsilon_{1}\left(a^{-1} \mathrm{YM}(0)\right) \wedge T$, then

$$
\begin{equation*}
\sup _{P^{\prime}(f(r), T, x)} e \leqslant \frac{2^{4} a}{\alpha^{2} f(r)^{4}} \tag{4.14}
\end{equation*}
$$

Proof. Suppose that the assumptions of Corollary 4.4 are realized. By continuity of $t \mapsto \phi^{(t, x)}(r)$, there exists $\varepsilon>0$ such that $r \leqslant \varepsilon_{1}\left(a^{-1} \mathrm{YM}(0)\right) \wedge T-\varepsilon$ and $\phi^{(t, x)}(r) \leqslant a \varepsilon_{0}$ for any $t \in[T-\varepsilon, T[$. Consequently, by Theorem 4.2,

$$
\sup _{P(f(r), t, x)} e \leqslant \frac{2^{4} a}{\alpha^{2} f(r)^{4}} .
$$

Since this is true for every $t \in[T-\varepsilon, T[$, the claim follows.

At this stage we are able to give criteria for existence of singularities.

Proposition 4.5. Let $\varepsilon_{0}$ be defined as in Theorem 4.2. The following five statements are equivalent:
(i) $\nabla$ has a singularity at $(T, x)$;
(ii) $\lim _{r \rightarrow 0} \phi^{(T, x)}(r) \geqslant \varepsilon_{0}$;
(iii) $\lim _{r \rightarrow 0} \phi^{(T, x)}(r)>0$;
(iv) $\lim _{r \rightarrow 0} \Phi_{\beta}^{(T, x)}(r) \geqslant \log (1 / \beta) \varepsilon_{0}$;
(v) $\lim _{r \rightarrow 0} \Phi_{\beta}^{(T, x)}(r)>0$.

Proof. Assume that (i) holds true. If (ii) is not satisfied, then we may choose $r$ such that $r<\varepsilon_{1}(\mathrm{YM}(0)) \wedge T$ and $\phi^{(T, x)}(r)<\varepsilon_{0}$. By Corollary 4.4 we get

$$
\sup _{P^{\prime}(f(r), T, x)} e \leqslant \frac{2^{4}}{\alpha^{2} f(r)^{4}}
$$

in contradiction to explosion at ( $T, x$ ). Consequently (i) implies (ii).
Clearly (ii) implies (iii). We prove that (iii) implies (i): assume that no explosion occurs at ( $T, x$ ). Then there exists $\varepsilon>0$ and $C>0$ such that the energy is bounded by $C$ on $[0, T[\times B(x, \varepsilon)$. On the other hand, for $y \notin B(x, \varepsilon)$ and $0<r \leqslant 1$, we can bound $p(r, x, y)$ by some constant $C^{\prime}>0$. Thus we get

$$
\begin{aligned}
\phi^{(T, x)}(r) & =r^{2} \int_{M} p(r, x, y) e(T-r, y) \mathrm{d} y=r^{2} \int_{B(x, \varepsilon)} p(r, x, y) e(T-r, y) \mathrm{d} y+r^{2} \int_{B(x, \varepsilon)^{c}} p(r, x, y) e(T-r, y) \mathrm{d} y \\
& \leqslant r^{2} C \int_{M} p(r, x, y) \mathrm{d} y+r^{2} C^{\prime} \mathrm{YM}(T-r) \leqslant r^{2} C+r^{2} C^{\prime} \mathrm{YM}(0)
\end{aligned}
$$

which clearly converges to 0 as $r$ tends to 0 . Hence, (iii) implies (i).
The equivalence with (iv) and (v) is a consequence of equality

$$
\lim _{r \rightarrow 0} \Phi_{\beta}^{(T, x)}(r)=\log (1 / \beta) \lim _{r \rightarrow 0} \phi^{(T, x)}(r)
$$

in Proposition 3.8.
We have the following immediate corollary.
Corollary 4.6. Let $U_{r, s}=U_{r, s}^{(T, x)}$. The following five statements are equivalent:
(i) $\nabla$ has a singularity at $(T, x)$;
(ii) $\lim _{n \rightarrow \infty} \frac{1}{n}\left\|U_{T / 2^{n}, T}^{-1} \nabla_{0} U_{T / 2^{n}, T}\right\|_{2}^{2} \geqslant 2(\log 2) \varepsilon_{0}$;
(iii) $\lim _{n \rightarrow \infty} \frac{1}{n}\left\|U_{T / 2^{n}, T}^{-1} \nabla_{0} U_{T / 2^{n}, T}\right\|_{2}^{2}>0$;
(iv) $\lim _{r \rightarrow 0} \frac{1}{\log (T / r)}\left\|U_{r, T}^{-1} \nabla_{0} U_{r, T}\right\|_{2}^{2} \geqslant 2 \varepsilon_{0}$;
(v) $\lim _{r \rightarrow 0} \frac{1}{\log (T / r)}\left\|U_{r, T}^{-1} \nabla_{0} U_{r, T}\right\|_{2}^{2}>0$.

With Corollary 4.4 at hand we are able to obtain global existence results for solutions $\nabla$ of the Yang-Mills heat equation. To this end, we shall exploit the fact that

$$
\begin{equation*}
p(t, x, y)=t^{-m / 2} q(t, x, y) \tag{4.15}
\end{equation*}
$$

where $q$ is bounded on 10,1$] \times M \times M$ (see, e.g., [14]).

Let $(t, x) \in] 0, T] \times M$ and $0<r \leqslant t$. Write $q_{r}(x, y)=q(r, x, y)$. Then

$$
\phi^{(t, x)}(r)=r^{2} \int_{M} p(r, x, y) e(t-r, y) \mathrm{d} y \leqslant r^{2-m / 2}\left(\sup _{M \times M} q_{r}\right) \mathrm{YM}(t-r) \leqslant r^{2-m / 2}\left(\sup _{M \times M} q_{r}\right) \mathrm{YM}(0)
$$

since $s \mapsto \mathrm{YM}(s)$ is non-increasing.
Theorem 4.7. Let $\nabla$ be a solution on $\left[0, T_{0}\left[\right.\right.$ of the Yang-Mills heat equation, and choose $\varepsilon_{0}$, $\varepsilon_{1}$ according to Theorem 4.2. If there exists $t \in] 0, T_{0} \wedge \varepsilon_{1}(\mathrm{YM}(0))[$ such that

$$
\begin{equation*}
t^{2-m / 2}\left(\sup _{M \times M} q_{t}\right) \mathrm{YM}(0)<\varepsilon_{0} \tag{4.16}
\end{equation*}
$$

then the solution $\nabla$ can be extended to $[0, \infty[$.
Proof. Let $T$ be the maximal existence time of the solution to the Yang-Mills heat equation started at $\nabla(0)$. Then $T \geqslant T_{0}$. Assume that $T<\infty$. Let $\left.T^{\prime} \in\right] 0, T_{0} \wedge \varepsilon_{1}(\mathrm{YM}(0))[$ satisfy

$$
\begin{equation*}
\left(T^{\prime}\right)^{2-m / 2}\left(\sup _{M \times M} q_{T^{\prime}}\right) \mathrm{YM}(0)<\varepsilon_{0} \tag{4.17}
\end{equation*}
$$

and let $t_{0}=T-T^{\prime}$. We are going to prove that for any $x \in M$,

$$
\begin{equation*}
\sup _{P^{\prime}\left(f\left(T^{\prime}\right), T, x\right)} e \leqslant \frac{2^{4}}{\alpha^{2} f\left(T^{\prime}\right)^{4}} \tag{4.18}
\end{equation*}
$$

Hence, let $x \in M$. Since the energy is decreasing with time, we have

$$
\begin{equation*}
\left(T^{\prime}\right)^{2-m / 2}\left(\sup _{M \times M} q_{T^{\prime}}\right) \mathrm{YM}\left(t_{0}\right)<\varepsilon_{0} \tag{4.19}
\end{equation*}
$$

The family

$$
\nabla^{\prime}(s)=\nabla\left(t_{0}+s\right), \quad 0 \leqslant s<T^{\prime}
$$

of covariant derivatives solves the Yang-Mills heat equation on [0, $T^{\prime}$ [ with initial connection $\nabla\left(t_{0}\right)$ and initial energy $\mathrm{YM}^{\prime}(0)=\mathrm{YM}\left(t_{0}\right)$. Denote by $R^{\prime}$ its curvature and by $e^{\prime}$ the norm of $R^{\prime}$. Let

$$
\left(\varphi^{\prime}\right)^{\left(T^{\prime}, x\right)}(r)=\mathbb{E}\left[e^{\prime}\left(T^{\prime}-r, X_{r}(x)\right)\right] \quad \text { and } \quad\left(\phi^{\prime}\right)^{\left(T^{\prime}, x\right)}(r)=r^{2}\left(\varphi^{\prime}\right)^{\left(T^{\prime}, x\right)}(r)
$$

Then the calculation before Theorem 4.7 along with Eq. (4.17) shows that

$$
\left(\phi^{\prime}\right)^{\left(T^{\prime}, x\right)}\left(T^{\prime}\right) \leqslant\left(T^{\prime}\right)^{2-m / 2}\left(\sup _{M \times M} q_{T^{\prime}}\right) \mathrm{YM}\left(t_{0}\right)<\varepsilon_{0}
$$

By Corollary 4.4 this implies that

$$
\sup _{P^{\prime}\left(f\left(T^{\prime}\right), T^{\prime}, x\right)} e^{\prime} \leqslant \frac{2^{4}}{\alpha^{2} f\left(T^{\prime}\right)^{4}},
$$

or equivalently,

$$
\sup _{P^{\prime}\left(f\left(T^{\prime}\right), T, x\right)} e \leqslant \frac{2^{4}}{\alpha^{2} f\left(T^{\prime}\right)^{4}}
$$

This holds true for all $x \in M$, so

$$
\sup _{\left[T-f\left(T^{\prime}\right)^{2}, T[\times M\right.} e \leqslant \frac{2^{4}}{\alpha^{2} f\left(T^{\prime}\right)^{4}}
$$

in contradiction to the fact that the solution $\nabla$ explodes at time $T$. As a conclusion, we have $T=\infty$.
From Theorem 4.7 we derive two immediate corollaries:
Corollary 4.8. If $m \leqslant 3$ then a solution to the Yang-Mills heat equation does not blow up in finite time.

Proof. There exists $T_{0}>0$ such that the solution is defined at least on [0, $T_{0}$ [. Since $2-m / 2>0$, we have for sufficiently small $t \in] 0, \varepsilon_{1}(\mathrm{YM}(0)) \wedge T_{0}[$,

$$
t^{2-m / 2} C_{5} \mathrm{YM}(0)<\varepsilon_{0}
$$

where $C_{5}$ is an upper bound for $q$ on $\left.] 0,1\right] \times M \times M$. Consequently Eq. (4.16) is satisfied and we are left to apply Theorem 4.7.

Corollary 4.9. If $m \geqslant 4$, and if the solution $\nabla$ blows up in finite time $T<\varepsilon_{1}(\mathrm{YM}(0))$, then

$$
T^{2-m / 2}\left(\sup _{M \times M} q_{T}\right) \mathrm{YM}(0) \geqslant \varepsilon_{0}
$$

where $\varepsilon_{0}$ and $\varepsilon_{1}$ are defined in Theorem 4.2.
By means of Corollary 4.4 we can improve the conclusion of Theorem 4.7 with stronger assumptions on $\mathrm{YM}(0)$, and obtain control on $\|e\|_{\infty}$ by $\sqrt{\mathrm{YM}(0)}$. The idea is to take $a=\sqrt{\mathrm{YM}(0)}$ in Corollary 4.4:

Theorem 4.10. Assume $m \geqslant 4$. There exist a positive non-decreasing function $t \mapsto \varepsilon_{2}(t)$ and a positive function $t \mapsto C_{6}(t)$ defined on $] 0, \infty[$, depending only on $E$, such that if a solution $\nabla$ of the Yang-Mills heat equation defined on $[0, T[$ satisfies $\mathrm{YM}(0)<\varepsilon_{2}(T)$, then for any $x \in M$ and $t$ with $T-f^{2}\left(T \wedge \varepsilon_{1}(\sqrt{\mathrm{YM}(0)})\right) \leqslant t<T$, we have the estimate $e(t, x) \leqslant C_{6}(T) \sqrt{\mathrm{YM}(0)}$, where $f$ and $\varepsilon_{1}$ are defined in Theorem 4.2.

Proof. Let

$$
\varepsilon_{2}(t)=1 \wedge \inf \left\{y \in \mathbb{R}, y>\frac{\varepsilon_{0}^{2}}{4 C_{5}^{2}}\left(t \wedge \varepsilon_{1}(\sqrt{y})\right)^{m-4}\right\} \quad \text { and } \quad C_{6}(t)=\frac{2^{4}}{\alpha^{2} f\left(\varepsilon_{1}\left(\sqrt{\varepsilon_{2}(t)}\right) \wedge t\right)^{4}}
$$

where $\varepsilon_{0}$ and $\alpha$ are defined in Theorem 4.2, and $C_{5}$ is chosen such that $p(t, x, y) \leqslant C_{5} t^{-m / 2}$ for any $\left.\left.(t, x, y) \in\right] 0,1\right] \times M \times M$. We already noted that if $0<t \leqslant T, 0<r \leqslant 1 \wedge t, x \in M$, then

$$
\phi^{(t, x)}(r) \leqslant C_{5} r^{2-m / 2} \mathrm{YM}(0)
$$

Let $x \in M$. From the inequality $\mathrm{YM}(0)<\varepsilon_{2}(T)$ we get

$$
C_{5}\left(T \wedge \varepsilon_{1}(\sqrt{\mathrm{YM}(0)})\right)^{2-m / 2} \sqrt{\mathrm{YM}(0)} \leqslant \varepsilon_{0} / 2
$$

which in turn implies $\phi^{(T, x)}(r)<a \varepsilon_{0}$ with $a=\sqrt{\mathrm{YM}(0)}$ and $r<T \wedge \varepsilon_{1}(\sqrt{\mathrm{YM}(0)})=T \wedge \varepsilon_{1}\left(a^{-1} \mathrm{YM}(0)\right)$. Applying Corollary 4.4 yields

$$
\sup _{P^{\prime}(f(r), T, x)} e \leqslant \frac{2^{4}}{\alpha^{2} f(r)^{4}} \sqrt{\mathrm{YM}(0)}
$$

By continuity this inequality remains true when replacing $r$ by

$$
r_{0}:=T \wedge \varepsilon_{1}(\sqrt{\mathrm{YM}(0)})
$$

From $\operatorname{YM}(0)<\varepsilon_{2}(T)$ and the fact that $\varepsilon_{1}$ is non-increasing and $f$ is non-decreasing, we conclude

$$
\sup _{P^{\prime}\left(f\left(r_{0}\right), T, x\right)} e \leqslant C_{6}(T) \sqrt{\mathrm{YM}(0)}
$$

Since this holds true for every $x \in M$, the proof is complete.
Similarly to Theorem 4.7 we get the following corollary.
Corollary 4.11. Assume $m \geqslant 4$ and let $\nabla$ be a solution of the Yang-Mills heat equation defined on $\left[0, T\left[\right.\right.$. If $\mathrm{YM}(0)<\varepsilon_{2}(T)$, then the solution $\nabla$ can be extended to $\left[0, \infty\left[\right.\right.$, and for every $t \geqslant T, x \in M, e(t, x) \leqslant C_{6}(T) \sqrt{\mathrm{YM}(0)}$, where $\varepsilon_{2}$ and $C_{6}$ are defined in Theorem 4.10.

The proof relies on Theorem 4.10. It is similar to the proof of Theorem 4.7, and hence omitted. Corollary 4.11 in turn yields the following result on the sphere, which is due to Naito [17]:

Corollary 4.12. Assume $m \geqslant 5$. Let $S^{m}$ be the $m$-dimensional Euclidean sphere and $E$ be a non-trivial vector bundle over $S^{m}$. There exists a map $t \mapsto \varepsilon_{3}(t)>0$ defined for $t>0$, such that for every solution $\nabla$ of the Yang-Mills heat equation, if $\mathrm{YM}(0)<\varepsilon_{3}(t)$, then $\nabla$ blows up before time $t$.

Remark 4.13. Although both Corollary 4.11 and 4.12 assume smallness of the initial energy, there is a major difference in their assumptions, namely in Corollary 4.11 the solution $\nabla$ is supposed to be already defined on [0, $T$ [. If in Corollary 4.11, we further assume that $m \geqslant 5$ and $M=S^{m}$, then $E$ is necessarily trivial.

Proof (of Corollary 4.12). Let

$$
\varepsilon_{3}(t)=\frac{\binom{m}{2}^{2}}{4 C_{6}(t)^{2}} \wedge \varepsilon_{2}(t)
$$

Assume that $\mathrm{YM}(0)<\varepsilon_{3}(t)$. We want to prove that the solution $\nabla$ blows up before time $t$. If not, then by Corollary 4.11, it can be extended to $\left[0, \infty\left[\right.\right.$ such that for every $t^{\prime} \geqslant t, x \in M$,

$$
e\left(t^{\prime}, x\right) \leqslant C_{6}(t) \sqrt{\mathrm{YM}(0)}<\frac{1}{2}\binom{m}{2} .
$$

By [28] Theorem 1.5 there exists a subsequence $\nabla\left(t_{i}\right)$ such that $s_{i}^{-1} \circ \nabla\left(t_{i}\right) \circ s_{i}$ converges weakly in $W^{1, p}$ for any $p>n$ (hence, in $C^{0}$ ) to $\nabla(\infty)$, where the $s_{i}$ are global gauge transformations in $W^{2, p}$. Moreover $\nabla(\infty)$ is weakly Yang-Mills and its energy $e(\infty)$ satisfies

$$
\sup _{x \in M} e(\infty, x) \leqslant C_{6}(t) \sqrt{\mathrm{YM}(0)}<\frac{1}{2}\binom{m}{2} .
$$

By [28] Corollary 1.4, the gauge transformations can be chosen in such a way that $\nabla(\infty)$ is strongly Yang-Mills. By [8, Theorem C], this implies $e(\infty) \equiv 0$, which is impossible since $E$ is non-trivial. We conclude that our solution $\nabla$ blows up before time $t$.

## 5. Singularities of the Yang-Mills heat equation and convergence of rescaled martingales

In this section, the dimension of $M$ is assumed to be at least four. Again $\nabla$ is a solution of the Yang-Mills heat equation defined on $I=\left[0, T\left[\right.\right.$. We assume that $\nabla$ blows up at time $T$. Let $R_{n}$ be a decreasing sequence of positive numbers converging to 0 . We consider the rescaled connections $\nabla^{n}(s)=\nabla\left(R_{n}^{2} s\right)$ for $0 \leqslant s<T / R_{n}^{2}$. Then $\nabla^{n}$ solves the Yang-Mills heat equation when $M$ is endowed with the metric $g^{n}=R_{n}^{-2} g$.

Lemma 5.1. Let $\alpha>0$ be as in the proof to Theorem 4.2. There exists $\varepsilon>0$ depending only on $M$, a sequence ( $x_{n}$ ) in $M$, a sequence ( $t_{n}$ ) in ] $0, T$ converging to $T$, and a sequence $\left(r_{n}\right)$ with $0<r_{n} \leqslant R_{n}^{2}$, such that for $n$ sufficiently large, $\phi^{\left(t_{n}, x_{n}\right)}\left(r_{n}\right)=\varepsilon$, and such that the curvatures $R^{\nabla^{n}}$ of the rescaled connections $\nabla^{n}$ satisfy

$$
\sup _{\left.t_{n} / R_{n}^{2}\right] \times M}\left\|R^{\nabla^{n}}\right\|^{2} \leqslant 2^{8} / \alpha^{2}
$$

where the norm is defined in terms of the rescaled metric $g^{n}$.
Observe that Lemma 5.1 is similar in spirit to the $C^{0}$ bound in [24]. A first difference is that we do not assume that $M$ has dimension 4. A second difference is that our bound is obtained globally on $M$ and not on a small ball, but we cannot prescribe a limit for our sequence $\left(x_{n}\right)$, we confine ourselves to the statement that by extracting a subsequence $\left(x_{n}\right)$ converges to a singularity at time $T$. A third difference is that our proof relies on a submartingale inequality instead on Moser's Harnack inequality.

Proof (of Lemma 5.1). Let $0<\varepsilon<\left(2 \mathrm{e}^{5 C_{1}}\right)^{-1} \wedge \varepsilon_{0}$ where $\varepsilon_{0}$ and $C_{1}$ are as in Theorem 4.2 and its proof, and

$$
t_{n}^{\prime}=\sup \left\{t^{\prime} \in\right] 0, T\left[, \sup _{y \in M} \sup _{\left.r \in] 0, R_{n}^{2}\right]} \phi^{\left(t^{\prime}, y\right)}(r) \leqslant \varepsilon\right\}
$$

(we let $t_{n}^{\prime}=0$ in case the set on the right is empty). By the same argument as in the proof of Lemma 4.5, $t_{n}^{\prime}$ converges to $T$. For $n$ sufficiently large, let $\left.\left.\left.\left.t_{n} \in\right] 0, t_{n}^{\prime}\right], r_{n} \in\right] 0, R_{n}^{2}\right], x_{n} \in M$ such that $\phi^{\left(t_{n}, x_{n}\right)}\left(r_{n}\right)=\varepsilon$. Note that such $t_{n}^{\prime} t_{n}, r_{n}, x_{n}$ exist, since by Theorem 4.2

$$
\sup _{t^{\prime} \in[0, T[ } \sup _{y \in M} \sup _{\left.r \in] 0, R_{n}^{2}\right]} \phi^{\left(t^{\prime}, y\right)}(r) \geqslant \varepsilon_{0}
$$

Necessarily $t_{n}$ converges to $T$. We now choose arbitrary $s_{n} \in\left[R_{n}^{2}, t_{n}\right]$ and $z_{n} \in M$. Let $\sigma_{0} \in\left[0, R_{n}\right]$ such that

$$
\left(R_{n}-\sigma_{0}\right)^{4} \sup _{P\left(\sigma_{0}, s_{n}, z_{n}\right)} e=\max _{\sigma \in\left[0, R_{n}\right]}\left(\left(R_{n}-\sigma\right)^{4} \sup _{P\left(\sigma, s_{n}, z_{n}\right)} e\right) .
$$

There exists $\left(s_{n}^{*}, z_{n}^{*}\right) \in P\left(\sigma_{0}, s_{n}, z_{n}\right)$ such that

$$
e_{0}:=\sup _{P\left(\sigma_{0}, s_{n}, z_{n}\right)} e=e\left(s_{n}^{*}, z_{n}^{*}\right)
$$

Let $\rho_{0}=(1 / 2)\left(R_{n}-\sigma_{0}\right)$. We have $0<\sigma_{0}+\rho_{0}<R_{n}$ and

$$
\begin{equation*}
\sup _{P\left(\rho_{0}, s_{n}^{*}, z_{n}^{*}\right)} e \leqslant \sup _{P\left(\rho_{0}+\sigma_{0}, s_{n}, z_{n}\right)} e \leqslant\left(R_{n}-\sigma_{0}-\rho_{0}\right)^{-4}\left(R_{n}-\sigma_{0}\right)^{4} e_{0}=16 e_{0} \tag{5.1}
\end{equation*}
$$

We want to prove that $e_{0} \leqslant\left(\alpha^{2} \rho_{0}^{4}\right)^{-1}$. If this is not true, then $1 / \sqrt{e_{0}} \leqslant \alpha \rho_{0}^{2} \leqslant R_{n}^{2} / 4$, and as in (4.8) we get

$$
1 \leqslant 2 \mathrm{e}^{5 C_{1}} \phi^{\left(s_{n}^{*}, z_{n}^{*}\right)}\left(1 / \sqrt{e_{0}}\right) \leqslant 2 \mathrm{e}^{5 C_{1}} \varepsilon
$$

where for the last inequality we use the definition of $t_{n}^{\prime}$ and the fact that $s_{n}^{*} \leqslant t_{n}^{\prime}$. Since $\varepsilon<\left(2 \mathrm{e}^{5 C_{1}}\right)^{-1}$ we arrive at a contradiction. Consequently $e_{0} \leqslant\left(\alpha^{2} \rho_{0}^{4}\right)^{-1}$. Taking $\sigma_{0}=R_{n} / 2$ we get

$$
\begin{equation*}
\sup _{P\left(R_{n} / 2, s_{n}, z_{n}\right)} e \leqslant \frac{2^{8}}{\alpha^{2} R_{n}^{4}} \tag{5.2}
\end{equation*}
$$

Inequality (5.2) is true for all $s_{n} \in\left[R_{n}^{2}, t_{n}\right]$ and $z_{n} \in M$, hence, we obtain

$$
\begin{equation*}
\sup _{\left[R_{n}^{2}, t_{n}\right] \times M} e \leqslant \frac{2^{8}}{\alpha^{2} R_{n}^{4}} \tag{5.3}
\end{equation*}
$$

Denoting by $e^{n}$ the energy of the rescaled connection $\nabla^{n}$, we have $e^{n}(s, y)=R_{n}^{4} e\left(R_{n}^{2} s, y\right)$, and, hence, inequality (5.3) yields

$$
\sup _{\left[1, t_{n} / R_{n}^{2}\right] \times M} e^{n} \leqslant \frac{2^{8}}{\alpha^{2}}
$$

which is the desired result.
Clearly the accumulation points of the sequence $\left(x_{n}\right)$ belong to the singularity set of Eq. (1.2) at time $T$. By extracting a subsequence we may assume that $\left(x_{n}\right)$ converges to some point $x \in M$. For $n \geqslant 0$ let $X^{n}$ be a Brownian motion with respect to the metric $g^{n}$, started at $x_{n}$, which we construct for simplicity via $X_{s}^{n}=X_{s R_{n}^{2}}$ from a Brownian motion $X \equiv X\left(x_{n}\right)$ with respect to $g$ and starting point $x_{n}$. The following processes are defined as in Section 2:

$$
\begin{equation*}
X_{s}^{n}(a, u):=X_{s R_{n}^{2}}(a, u), \quad U_{s}^{n}(a, u):=U_{0, s R_{n}^{2}}^{\left(t_{n}, x_{n}\right)}(a, u), \quad\left(U_{s}^{n}\right)^{-1} \nabla_{0} U_{s}^{n} \tag{5.4}
\end{equation*}
$$

where $\left(\nabla_{0} U_{s}^{n}\right) v(0) \equiv \nabla_{0}\left(t_{n}-s R_{n}^{2}\right)\left(U_{s}^{n} v\right)-U_{s}^{n}(0) \nabla_{0}\left(t_{n}\right) v$. Note that we can take $r=0$ in the definition of $U_{r, s}^{\left(t_{n}, x_{n}\right)}$ since $\nabla(t)$ is defined on [0,T[ and $t_{n}<T$. We stop the processes at time $t_{n} / R_{n}^{2}-1$ so that they are defined for all times and the last one has a bounded bracket. (The processes listed in (5.4) could be defined more intrinsically with respect to $g^{n}$ and $\nabla^{n}$; for the sake of clarity, we construct them with respect to the fixed metric $g$ via the explicit time change $s \mapsto R_{n}^{2} s$.)

By means of parallel transport along minimizing geodesics we identify the fibers $E_{x_{n}}$ and $E_{x}$. In the same way, $\left(T_{x_{n}} M, g_{n}\left(x_{n}\right)\right)$ is first identified isometrically with $\left(T_{x} M, g_{n}(x)\right)$ by parallel transport along the minimizing geodesic from $x_{n}$ to $x$ with respect to the Levi-Civita connection to $g_{n}$; then $\left(T_{x} M, g_{n}(x)\right)$ is identified isometrically with ( $\mathbb{R}^{m}$, eucl). Adopting these conventions, the $\left(U_{s}^{n}\right)^{-1} \nabla_{0} U_{s}^{n}$ may be considered as processes taking values in the fixed Euclidean vector space $T_{x}^{*} M \otimes \operatorname{End}\left(E_{x}\right)=: F_{x}$.

Let $\mathcal{C}\left(\mathbb{R}_{+}, F_{x}\right)$ be the space of continuous paths in $F_{x}$. We endow $\mathcal{C}\left(\mathbb{R}_{+}, F_{x}\right)$ with the topology of uniform convergence on compact sets, and say that a sequence $\left(V_{n}\right)$ of $F_{x}$-valued processes indexed by $R_{+}$is $\mathcal{C}$-tight if the sequence of the laws of their paths is tight in $\mathcal{C}\left(\mathbb{R}_{+}, F_{x}\right)$. A random variable $V$ with values in $\mathcal{C}\left(\mathbb{R}_{+}, F_{x}\right)$ is said to be a limit point of the sequence $V_{n}$ if some subsequence converges in law to $V$.

Proposition 5.2. The sequence $\left(\left(U^{n}\right)^{-1} \nabla_{0} U^{n}\right)_{n \geqslant 0}$ is $\mathcal{C}$-tight. Any limit point $V$, considered as a process, is a continuous martingale in its own filtration, satisfying:

$$
\forall s \geqslant 0, \quad \mathbb{E}\left[\left\|V_{s}\right\|^{2}\right] \leqslant \frac{2^{8}}{\alpha^{2}} s^{2} \quad \text { and } \quad \mathbb{E}\left[\left\|V_{2}\right\|^{2}\right] \geqslant(\log 2) \varepsilon
$$

In particular, the limit point $V$ is non-trivial.

Remark 5.3. When $\operatorname{dim} M=4$, this result is clearly related to Theorem 1.3 and Lemma 2.4 in [24], where convergence of rescaled connections to a non-trivial connection in a vector bundle over $\mathbb{R}^{4}$ is established under suitable gauge transformations. Observe that instead of gauge transformations we use here the moving frames $U^{n}$. The question arises whether our limiting process $V$ is related to a finite energy Yang-Mills connection in a vector bundle over $\mathbb{R}^{4}$ with the same typical fiber as $E$ (observe that this would not necessarily imply that $V$ has finite $L^{2}$ norm).

Proof (of Proposition 5.2). The tightness is obtained with [20, Corollary 6 p. 31 and Remark 6 p. 59]. To verify that the conditions of Corollary 6 are fulfilled we only have to use the fact that by Lemma 5.1,

$$
\begin{equation*}
\mathrm{d}\left\langle\left(U^{n}\right)^{-1} \nabla_{0} U^{n}\right\rangle_{s} \leqslant \frac{2^{9}}{\alpha^{2}} s \mathrm{~d} s \tag{5.5}
\end{equation*}
$$

where $\left\langle\left(U^{n}\right)^{-1} \nabla_{0} U^{n}\right\rangle$ denotes the quadratic variation of $\left(U^{n}\right)^{-1} \nabla_{0} U^{n}$. By extracting a subsequence we may assume convergence in law of $\left(\left(U^{n}\right)^{-1} \nabla_{0} U^{n}\right)_{n \in \mathbb{N}}$. It implies the convergence

$$
\mathbb{E}\left[\left\|\left(U_{s}^{n}\right)^{-1} \nabla_{0} U_{s}^{n}\right\|^{2} \wedge N\right] \rightarrow \mathbb{E}\left[\left\|V_{s}\right\|^{2} \wedge N\right]
$$

for any $N>0$. But

$$
\mathbb{E}\left[\left\|\left(U_{s}^{n}\right)^{-1} \nabla_{0} U_{s}^{n}\right\|^{2} \wedge N\right] \leqslant 2^{8} s^{2} / \alpha^{2}
$$

by Eq. (5.5), so that the first inequality of the proposition follows. For the second inequality we use uniform integrability of $\left\|\left(U_{2}^{n}\right)^{-1} \nabla_{0} U_{2}^{n}\right\|^{2}$. We have

$$
\mathbb{E}\left[\left\|\left(U_{2}^{n}\right)^{-1} \nabla_{0} U_{2}^{n}\right\|^{2}\right]=\mathbb{E}\left[\left\|\left(U_{0,2 R_{n}^{2}}^{\left(t_{n}, x_{n}\right)}\right)^{-1} \nabla_{0} U_{0,2 R_{n}^{2}}^{\left(t_{n}, x_{n}\right)}\right\|^{2}\right] \geqslant 2 \Phi_{1 / 2}^{\left(t_{n}, x_{n}\right)}\left(2 r_{n}\right),
$$

since $R_{n}^{2} \geqslant r_{n}$ and

$$
\liminf _{n \rightarrow \infty} \Phi_{1 / 2}^{\left(t_{n}, x_{n}\right)}\left(2 r_{n}\right) \geqslant \frac{\log 2}{2} \varepsilon
$$

(as a consequence of $\phi^{\left(t_{n}, x_{n}\right)}\left(r_{n}\right)=\varepsilon$ along with (3.19)), so that

$$
\liminf _{n \rightarrow \infty} \mathbb{E}\left[\left\|\left(U_{2}^{n}\right)^{-1} \nabla_{0} U_{2}^{n}\right\|^{2}\right] \geqslant(\log 2) \varepsilon
$$

On the other hand, $\mathbb{E}\left[\left\|\left(U_{2}^{n}\right)^{-1} \nabla_{0} U_{2}^{n}\right\|^{2} \wedge N\right]$ converges to $\mathbb{E}\left[\left\|V_{2}\right\|^{2} \wedge N\right]$ for any $N>0$. We want to find an upper bound for

$$
\mathbb{E}\left[\left\|\left(U_{2}^{n}\right)^{-1} \nabla_{0} U_{2}^{n}\right\|^{2} \mathbb{1}_{\left\{\left\|\left(U_{2}^{n}\right)^{-1} \nabla_{0} U_{2}^{n}\right\|^{2}>N\right\}}\right]
$$

Let $V_{s}^{n}=\left(U_{s}^{n}\right)^{-1} \nabla_{0} U_{s}^{n}$. We have, successively by Hölder inequality, Bienaymé-Tchebyshev inequality, Burkholder-DavisGundy inequality,

$$
\begin{aligned}
\mathbb{E}\left[\left\|V_{2}^{n}\right\|^{2} \mathbb{1}_{\left\{\left\|V_{2}^{n}\right\|^{2}>N\right\}}\right] & \leqslant \mathbb{E}\left[\left\|V_{2}^{n}\right\|^{4}\right]^{1 / 2} \mathbb{P}\left(\left\|V_{2}^{n}\right\|^{2}>N\right)^{1 / 2} \leqslant \mathbb{E}\left[\left\|V_{2}^{n}\right\|^{4}\right]^{1 / 2} \frac{1}{N} \mathbb{E}\left[\left\|V_{2}^{n}\right\|^{4}\right]^{1 / 2}=\frac{1}{N} \mathbb{E}\left[\left\|V_{2}^{n}\right\|^{4}\right] \\
& \leqslant \frac{C_{4}}{N} \mathbb{E}\left[\left\langle V^{n}\right\rangle_{2}^{2}\right] \leqslant \frac{C_{4}}{N}\left(\frac{2^{8}}{\alpha^{2}} 4\right)^{2}
\end{aligned}
$$

where the constant $C_{4}>0$ comes from Burkholder-Davis-Gundy inequality:

$$
\mathbb{E}\left[\left\|V_{2}^{n}\right\|^{4}\right] \leqslant C_{4} \mathbb{E}\left[\left\langle V^{n}\right\rangle_{2}^{2}\right]
$$

Consequently, $\mathbb{E}\left[\left\|\left(U_{2}^{n}\right)^{-1} \nabla_{0} U_{2}^{n}\right\|^{2}\right]$ converges to $\mathbb{E}\left[\left\|V_{2}\right\|^{2}\right]$ and

$$
\mathbb{E}\left[\left\|V_{2}\right\|^{2}\right] \geqslant 2 \liminf _{n \rightarrow \infty} \Phi_{1 / 2}^{\left(t_{n}, x_{n}\right)}\left(2 r_{n}\right) \geqslant(\log 2) \varepsilon
$$

Corollary 5.4. The solution $\nabla$ to the Yang-Mills heat equation blows up at $T$ if and only if there exists a sequence $R_{n}$ converging to 0 , a sequence $t_{n}$ converging to $T$, and a sequence $x_{n}$ in $M$ such that the sequence of the laws of the processes

$$
\left(\left(U^{n}\right)^{-1} \nabla_{0} U^{n}\right)_{n \geqslant 0}
$$

as defined in (5.4) does not converge to $\delta_{0}$.

Proof. It is sufficient to prove that if $\nabla$ does not blow up at $T$ then any sequence $\left(\left(U^{n}\right)^{-1} \nabla_{0} U^{n}\right)_{n} \geqslant 0$ converges in law to $\delta_{0}$. However, this is clear since there exists $C>0$ such that $e$ is bounded by $C$ on $[0, T] \times M$. Hence, for every $t \in\left[0, t_{n} / R_{n}^{2}\right]$,

$$
\mathbb{E}\left[\left\|\left(U_{t}^{n}\right)^{-1} \nabla_{0} U_{t}^{n}\right\|^{2}\right]=\mathbb{E}\left[\left\|\left(U_{0, t R_{n}^{2}}^{\left(t_{n}, x_{n}\right)}\right)^{-1} \nabla_{0} U_{0, t R_{n}^{2}}^{\left(t_{n}, x_{n}\right)}\right\|^{2}\right]=2 \int_{0}^{t R_{n}^{2}} s \mathbb{E}\left[e\left(t_{n}-s, X_{S}\left(x_{n}\right)\right)\right] \mathrm{d} s \leqslant C t^{2} R_{n}^{4}
$$

which converges to 0 as $n$ tends to $\infty$.

## 6. Pontryagin numbers and ergodic theorem

In this section, we assume $\operatorname{dim} M=4$. Let $\nabla$ be a Yang-Mills connection in $E, x \in M,\left(X_{S}\right)$ a Brownian motion in $M$ started at $x$, and denote by $U_{s}: E_{x} \rightarrow E_{X_{s}}$ the parallel transport in $E$ along $X_{s}$ (with respect to $\nabla$ ). Let $N^{+}$and $N^{-}$be the $L\left(T_{x} M\right.$, End $\left.E_{x}\right)$-valued martingales

$$
N_{s}^{+}=\int_{0}^{s} \sqrt{r} U_{r}^{-1}\left(R^{\nabla}\right)^{+}\left(\mathrm{d}_{\mathrm{It} \hat{o}}^{\nabla} X_{r}, / /_{0, r} \cdot\right) U_{r} \quad \text { and } \quad N_{s}^{-}=\int_{0}^{s} \sqrt{r} U_{r}^{-1}\left(R^{\nabla}\right)^{-}\left(\mathrm{d}_{\mathrm{Ito}}^{\nabla} X_{r}, / /_{0, r} \cdot\right) U_{r}
$$

where $\left(R^{\nabla}\right)^{+}$(respectively $\left(R^{\nabla}\right)^{-}$) denote the self-dual (respectively antiself-dual) part of $R^{\nabla}$. Observe that $N_{s}^{+}+N_{s}^{-}=$ $U_{s}^{-1} \nabla_{0} U_{S}$, where $U_{S}(a, u)$ is parallel transport along

$$
X_{s}(a, u)=\exp _{X_{s}}\left(a \sqrt{s} / /_{0, s} u\right), \quad u \in T_{x} M
$$

see Section 2.

Theorem 6.1. As stends to $\infty$, almost surely,

$$
\begin{align*}
& \frac{1}{s^{2}}\left[\left\langle N^{+}, N^{+}\right\rangle_{s}-\left\langle N^{-}, N^{-}\right\rangle_{s}\right] \longrightarrow \frac{4 \pi^{2} i(E)}{\operatorname{vol}(M)}, \quad \text { where } \\
& i(E):=\frac{1}{4 \pi^{2}} \int_{M}\left[\left\|\left(R^{\nabla}\right)^{+}\right\|^{2}-\left\|\left(R^{\nabla}\right)^{-}\right\|^{2}\right](y) \mathrm{d} y \tag{6.1}
\end{align*}
$$

is the Pontryagin number of the bundle $E$, which is independent of $\nabla$.
Proof. We know that

$$
\begin{aligned}
& \frac{1}{s^{2}}\left[\left\langle N^{+}, N^{+}\right\rangle_{s}-\left\langle N^{-}, N^{-}\right\rangle_{s}\right]=\frac{2}{s^{2}} \int_{0}^{s} r\left[\left\|\left(R^{\nabla}\right)^{+}\right\|^{2}-\left\|\left(R^{\nabla}\right)^{-}\right\|^{2}\right]\left(X_{r}\right) \mathrm{d} r=\frac{2}{s^{2}} \int_{0}^{s} r f\left(X_{r}\right) \mathrm{d} r, \quad \text { where } \\
& f(y)=\left[\left\|\left(R^{\nabla}\right)^{+}\right\|^{2}-\left\|\left(R^{\nabla}\right)^{-}\right\|^{2}\right](y) \quad \text { for } y \in M
\end{aligned}
$$

Let $F(s)=\int_{0}^{s} f\left(X_{r}\right) \mathrm{d} r$. Integrating by parts gives

$$
\begin{equation*}
\frac{2}{s^{2}} \int_{0}^{s} r f\left(X_{r}\right) \mathrm{d} r=\frac{2}{s^{2}}[r F(r)]_{0}^{s}-\frac{2}{s^{2}} \int_{0}^{s} F(r) \mathrm{d} r=\frac{2}{s} F(s)-\frac{2}{s^{2}} \int_{0}^{s} r \frac{1}{r} F(r) \mathrm{d} r \tag{6.2}
\end{equation*}
$$

Since Brownian motion $X$ is recurrent with $\mu(\mathrm{d} y)=\operatorname{vol}(M)^{-1} \mathrm{~d} y$ as invariant measure where $\mathrm{d} y$ is the Riemannian measure, the ergodic theorem applies (see, e.g., [15, Theorem 1.3.12]). Thus $F(s) / s$ converges almost surely to $\int_{M} f(y) \mu(\mathrm{d} y)$ as $s$ tends to $\infty$. Consequently, the last term of the right-hand side in (6.2) converges almost surely to $\int_{M} f(y) \mu(\mathrm{d} y)$ as $s$ tends to $\infty$. According to definition (6.1), this proves the almost sure convergence of $2 s^{-2} \int_{0}^{s} r f\left(X_{r}\right) \mathrm{d} r$ to $4 \pi^{2} i(E) / \operatorname{vol}(M)$ which is the wanted result.
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